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Abstract

This thesis describes a novel structure for the design and analysis of communication systems
based on machine learning algorithms. We show that various applications of machine learning
algorithms can be used in communication systems, especially in Ultra wide system (UWB)
and Bluetooth cases. This derives from the properties of UWB and Bluetooth systems and
also enables us to discover the new system structure.

Detection, classification, clustering and recognition data could be a solution to the com-
munication system problems. The classification of Ultra Wide Band (UWB) singles vs.
signals emitted in the Industrial, Scientific and Medical (ISM) radio bands, such as Bluetooth
could be the first possible issue to prevent from interference. The second possible issue is the
clustering multipath channel for feedback to transmitter for using, transmitting UWB pulses
as a pre-filter.

The first issue is analyzing the behavior of UWB versus Bluetooth signals in various noisy
environments. It can be divided to identifying robust feature extraction and classification
algorithms, that would enable to classify the UWB and Bluetooth signals. The UWB pulse
duration in comparison respect to other technology signals are extremely short time. Hence,
the energy of signal in short time discriminate UWB pulses from others. Thus, simulation
analysis shows the short-time energy of UWB over small overlapping time windows had
acceptable discriminative performance. The short time energy and its derivative feature is
tested by Support Vector Machine with related kernel methods, Probabilistic Neural Net-
works, K Nearest Neighborhood, and Naive Bayes were tested in order to select the best
option towards detection performance in different noisy conditions.

In the second issue, we introduce a new digital feedback architecture for Ultra-wide band
(UWB) impulsive radio (IR) transceivers when use time reversal prefiltering. We discuss
two possible feedback system designs, i.e., with offline or online learning. In the former,
a channel impulse response (CIRs) is extracted from the statistical and multi-path channel
models for a known environment in the learning process. However, in the latter CIRs are



x

obtained in a learning phase during the launching time of the transceiver. Channel cluster
heads (CCHs) are discovered from CIRs clustering. The main focus is an investigation of
offline learning in which CCHs and their code are discovered in the learning step and stored
in the transceiver system for using in Pre-filter. In the implementation, stored CCHs are
compared with the estimated channel to find the most similar CCH in the receiver and then
the selected CCH code is sent back to the transmitter. Finally, the time reversed conjugate of
decoded CCH is applied to the transmitted pulses as prefilter. Our analysis and simulations
show a considerable reduction in bits number to send back.
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Chapter 1

Introduction

During the last decade in the fields of communication systems proposed a different model

to transmit the information from transmitter to receiver. However, a number of challenges

remain which can be topics of current research. These challenges are targeted to improve the

performance of communication systems from various aspects.

Machine learning which is one of the fastest-growing and interesting fields is could be

helpful to resolve communication problems. These techniques are used to figure out face and

object recognition, speech recognition and optical character recognition (OCR) and etc. It

is also a subject of large research because of the great potentials and wide usage in many

applications. In spite of that, applying these techniques usually both require to discover the

real world applications problems in order to integrate the machine learning algorithms to

solve them as well.

1.1 Communication Systems and Challenges

Nowadays, new communication technologies and services are increasing rapidly that lead to

several problems. This section offers a focused and concise summary of several challenges

facing current communication systems problem.
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i) Signal Classification and Recognition: In the last decade, wireless applications have

been grown in the different technologies which can be transmitted information in licensed or

unlicensed allocated spectrum. Licensed spectrum is the portion of the radio spectrum that

needs to allocate by the Federal Communications Committee (FCC).

Instead, unlicensed spectrum, called license-free spectrum, is publicly owned. The In-

dustrial, Medical and Scientific (ISM) band is such an unlicensed bandwidth that has been

used in a huge number of new technologies like Blue-tooth, Wi-Fi(IEEE 802.11b) and etc.

These technologies act in very narrow bandwidth (large scale time-domain) that offers several

unique features to discriminate from Ultra-wide band (UWB) signals.

The use of different methods to detect signals operating in the ISM radio bands may

prove to be a successful way forward. Since the UWB systems is interfered with the different

technologies channel. Thus, the investigation of the UWB signal behaviour, respect to other

technology may be helpful to find the solution for interference. On the other hand, identifica-

tion and classification of the wireless transmitter and receiver devices at the physical layer

would also enable many applications including attack detection, authentication, forensic data

collection, Radio Frequency (RF) fingerprinting in the physical layer and defect detection

monitoring.

ii) Data Compression: In the data transmission using fewer bits than the original data

leads to requirement less band width, less energy and fast transmission. Data Compression

mainly is used for compress data compression such as images, video and speech with differ-

ent methods like vector quantization. It divides a set of data points (vectors) into clusters

having approximately the same number of points closest to them. Each cluster is represented

by its cluster head, which is exploited to encode and decode data point. Thus, it is a useful
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method to make systems faster and more efficient.

For example, in the UWB case, Pre-filtering techniques like Time Reversal (TR) have

been proposed to reduce the rake receiver complexity by moving part of it to the transmitter.

It needs that receiver periodically estimates the channel impulse response (CIR) and sends

it back to the transmitter. The transmitter applies, then the time-reversed CIR to transmit

pulses. Thus, it needs to estimate and send back channel state information (CSI). However,

this requires a larger bandwidth for feeding back information. Hence, data compression plays

a critical role in the feedback systems by taking into account Multi-user and Inter-symbol

Interference (ISI).

1.2 Machine Learning

Machine learning is the science of study and construction of algorithms that learn from

storage data and make predictions for new data. This subsection describes machine learning

algorithm which can be categorized in supervised and unsupervised learning.

(i) supervised learning: Supervised learning is the task of inferring a function from

labelled training data to achieve a target function. Target function outputs can be discrete

which is called a classifier. Hence, the classifier should predict the correct output label for any

valid input object. Unlike, if target function outputs become continuous, is called regression.

Hence, the target function should predict the correct output value for any valid input object.

(ii) unsupervised learning: Unsupervised learning is the task of inferring a function

from unlabelled training data to achieve target function. Unsupervised is also called clustering

that categorizing data into groups based on inherent similarity or distance.
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1.3 Machine Learning and Solutions for Communication

Systems Challenges

The classify signals, cluster data and prediction could be a possible application for machine

learning methods in communication systems. In the following we will describe some example

for machine learning application. Different technologies have their own specific physical

signal methods and the behavior of them may serve to discriminate technologies. Machine

learning based methods are useful to discover different technology based on particular signals

features. It becomes important when there is no explicit relationship between the parameters

of wireless systems. Therefore, mathematical relations cannot be effectively applied in

order to find the optimal solution. Instead, machine learning algorithms can be applied to

computationally hard problems to search the solution.

One of the possible task of unsupervised learning for communication systems is inferring

cluster channel that label and number of channel clusters are unknown. In the case of channel

clustering, need to the hidden structure of unlabelled channel for using TR pre-filtering.

Clustering channel leads to reduce the amount of information because instead of all channel

information to send back transmitter, the corresponding channel cluster head label will be

feedback

1.4 Contributions

The main contributions of this thesis as explained are simplified into 3 categories: classi-

fication and analysis of signals, Digital feedback design for USB systems using TR and

localization and positioning based on neural network algorithms.

The first contribution is classification of signals in this thesis which are listed below:

• Selection of signals, in our case UWB, Blue-tooth and white Gaussian noise.
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• Extract features based on energy profile and its derivative.

• Selection of features using minimum Redundancy Maximum Relevance (mRMR) and

Genetic Algorithm with Information Theory (GA).

• Classifying extracted features using Support vector machine with different kernels, K-

nearest neighbourhood (KNN), parabolic neural network (PNN) and Naïve Bayes.

• Comparison of performances.

The second contribution is clustering channel in this thesis which are listed below:

• The introducing idea of digital feedback for TR based on clustering channel.

• Selection of the multipath channel.

• Defining different similarity and distance cretraia to compare similarity and distance the

channels.

• Choosing clustering algorithm.

• Decision about a number of channel cluster heads (CCHs).

• Comparison of the proposed algorithm performance with rake receiver with and without

TR.

• Comparison of the performance in the condition of without inter-symbol interference, with

inter-symbol interference and multi-user interference.

1.5 Thesis Structure

The main subject of this thesis is the exploration of advantages for applying Machine learning

algorithm to resolve the communication systems problem. The rest of the thesis is organized
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as follows;

In chapter 2, we review related work regarding this thesis.

In chapter 3, we review some of the communication systems such as the UWB, Bluetooth

and Wi-fi structure. Another hand the main characterize of Blue-tooth and UWB will be

discussed in this chapter. Also, short time pulses in IR-UWB causes to the multipath diversity

propagation and received the reflections of pulse form different materials such as bricks and

cement. Thus, we review the IEEE 802.15.3.a channel model which is used for the realization

of channel impulse response (CIR). Furthermore, Multipath diversity pulse reception with

and without TR which is accomplished by a RAKE receiver will be explained as well in this

chapter. We also review different modulation of UWB case. Finally, we will explain the

positioning with UWB case.

In chapter 4, mandatory and useful background topics of machine learning is studied in the

first part of the section which is feature extraction and then we study supervise and unsu-

pervised learning. In the feature extraction is investigated the concept of feature extraction

which can be used the comparison of similarity criteria of the different algorithm.

In chapter 5, we examine different classification methods to discriminate ultra wideband

VS narrowband signals, in the time domain.

In chapter 6, Since multipath in rake receiver leads to the various issues. We address

TR pre-filtering for resolve rake receiver problems and then we test TR with the proposed

digital feedback versus pour TR and without TR. The performance of the proposed algorithm

evaluates in term of bit-error-rates (BER). We investigate the number of bits required for

sending back the channel information Section.

We conclude the thesis in chapter 7.



Chapter 2

State-of-the-art related Works

The problems of the physical layer must be addressed to improve the future communication

systems. Physical layer issues are connected to the model of the transmitting systems and

applications. The goal of this chapter review of the related problems and applications by

highlighting their limitations.

2.1 Classification

The pervasive use of Wi-Fi (IEEE 802.11b), Bluetooth (IEEE 802.15.1) and other standard,

has exploited considerable amount of the ISM band (unlicensed bandwidth) because of rapid

growth of different technologies. Another hand, as a Federal Communication Commission

(FCC) report [32], large part of licensed bands are free at a specific time and location. Hence,

in the next generation of wireless communication system will need to exploit the licensed

bandwidth.

Cognitive Radios (CR) anticipate that future devices able to use licensed frequency with

spectrum sensing algorithms. Spectrum sensing means discovering free radio channels. It is

divided into two research areas, the first is frequency usage and the second is air interface

classification at a specific frequency [38].

The air interfaces classification is proposed for improving the quality of spectrum sensing

[38]. Fig.2.1 shows the structure of air interfaces classification. Awareness of signals is a
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Fig. 2.1 Physical layer awareness

significant part of air interfaces. Radio awareness is investigated in [38, 70, 10, 5] for ISM

band technologies such as Bluetooth, Wi-Fi and, Ultra wide band (UWB) systems.

Ultra wide band (UWB) system is an emerging technology to transmit the information to

receivers that is targeted to short range and high speed wireless indoor and outdoor system.

UWB signals are formed by very narrow time pulses; as such, they correspond to a wide

frequency range and overlap with many other signals. Previous work showed that MAC

sub-layer features of UWB a peculiar behavior [70, 10, 5], and this can be used to discover

UWB in the radio environment. In particular, UWB has specific short time energy profiles.

Identification of a wireless transmitter and receiver devices at the physical layer, would

also enable many applications including attack detection [16], authentication, forensic data
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collection, and defect detection monitoring [17].

Radio Frequency (RF) fingerprinting in physical layer is one answer to find out why

signals identifications are so important here as well. RF fingerprinting is the detection of

signal (transmitter) features that form a valid device RF fingerprint, based on the relations

observed between signals and their transmitters [47]. The wireless network fingerprinting

includes a number of valid wireless nodes and a mimic. All the valid nodes are furnished

with RF fingerprinting system, which provides two phases. In the first step, the feature RF

fingerprint of each valid wireless node is generated by extracting features from the received

signal and is stored in the database. In the network operation phase, all valid wireless devices

extract the features from the received signal and match it with the profile RF fingerprint

stored in the database. The goal of the mimic is to replay the valid wireless nodes’ signals in

such a way that the physical layer RF fingerprinting scheme is compromised and wireless

devices are unable to discriminate between a valid and a malicious device. Each transmitter

has its own unique features in the radio waveform. The characteristic of a feature should

be such that the variability in the feature should be low for intra transmitter and high for

inter transmitters. Using features with this property will provide a consistent and stable

identification mechanism and will create a true RF fingerprint of the transmitter. Radio

frequency (RF) fingerprinting is a technique which is used to identify wireless devices by

extracting a unique identifier from wireless signal transmissions so as to perform device

identification or verification[66]. RF fingerprinting attempts to exploit the total effect of

differences introduced during transmitter industrialized [72, 75, 81, 83].

Machine learning methods based methods are useful, because some time relationship

between the wireless system parameters and the desired performance metrics can not be

determined.Thus, mathematical relations cannot be found effectively to find the optimal
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parameters with respect to the performance metrics. Instead, machine learning algorithms

[14, 6, 46] can be applied to computationally hard problems to search the solution and

relationships [9].

In the chapter 5, we will analysis UWB and bluetooth signal classification.

2.2 Rake Receiver Problems

In 2002 has been approved by the Federal Communications Commission (FCC) in the United

States [32] where a UWB signal either has a fractional bandwidth more than 20 percent or

occupies more than 500 MHz bandwidth during transmission period. They allocated 7.5 GHz

spectrum band between 3.1 and 10.6 GHz for UWB communications. There are a number

of challenges in UWB which can be topics of current research. This technology is formed

by very narrow time pulses that offers several unique features to discriminate from other

communication technology such as robustness to fading, large channel capacity and strong

anti-jamming ability [40].

In UWB short time pulses transit from different paths and receive with multiple replicas at

the receiver with specific different time delays and amplitude attenuations. Fig. 2.2 shows

the multipath effect of UWB communication systems.

The multipath diversity in Impulse Radio Ultra Wideband (IR-UWB) systems are effective

because of extremely short duration of pulses involved in the communication process [78]. It

can be modelled with Channel Impulse Response (CIR). The optimum multipath diversity

pulse reception in absence of interference is accomplished by rake receivers [27] which is

able to recover different paths pulses [79]. Design and implementation of the UWB rake

receiver are, therefore, extremely challenging [50].

Prefiltering techniques have been proposed to reduce the rake receiver complexity, by moving

part of complexity to the transmitter. For example, the so called Pre-Rake diversity combina-

tion technique [31, 48], is able to reduce complexity and cost of the rake receiver.
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Time Reversal (TR) prefiltering is other technique to reduce the complexity of rake receiver.

It also is helpful to reduce the interference. It is originally applied in acoustics [34], ultrasonic

multi user communications [23] underwater acoustics [29], and more recently in wireless

communications in general [30] and UWB [64, 63, 33].

A long delay spread [77, 55, 13] lead to high complexity Inter-Symbol Interference (ISI)

[12] and Multiuser Interference (MUI) [39, 59], in rake receiver design [11] especially in

high data rate scenarios. Time reversal prefiltering can be mitigated interference of users

and symbols because it transmits signals via time-reversed version of CIR which is leading

to temporal focusing of transmitted signals that, in turn, reduces ISI and MUI, since the

received power concentrates within the strongest taps making the task of signal detection

easier [71]. Hence, TR simplifies the rake receiver structure and increases the performance of

UWB systems because a few channel taps carry most of the energy of the transmitted signals.

TR can also positively impact the performance of positioning systems using Direction of

Arrival (DOA) [21].

In TR, the receiver periodically estimates the CIR and sends the estimate back to the transmit-

ter, with a period equal to the coherence time, that is the time interval during which channel

characteristics can be supposed to be non-varying. The requirement to estimate and send

back channel state information (CSI) under the form of quantized versions of CIRs is the

main disadvantage of the TR pre-filtering Because it large bandwidth needs to send back

channel information.

Higher channel diversity and noise can be increased fading and corruption of feeding back

information. The accuracy of CSI also can be increased with the number of quantization

levels; however, this requires a larger bandwidth since more information has to be transmitted

on the feedback channel [51].
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Fig. 2.2 Effect of Multipath

Over the last few years, several methods have been proposed to overcome TR problems

by decreasing as much as possible the amount of information that the receiver has to send

back to the transmitter. One simple method is to quantize the CIR with coarser steps so that

the requirement for sending back large amounts of information to the transmitter is mitigated.

When brought to the extreme, this approach leads to the use of only 1 bit for quantization

methods. Several works have indeed investigated the use of one bit quantization method

applied to the sign of the channel tap coefficients, leading to a pre-filter which can take a value

of +1 or -1, [12], [41, 58, 1, 2, 24, 49, 57]. The loss of information in one bit quantization

and its effect on the quantization error is investigated in [58, 1, 2, 24, 49, 57, 26, 25].

The main drawback of one bit quantization approach is that it increases the perceived delay

spread of the channel [57]. One of the solution is the Phase compensation method [26],

which signals are pre-filtered with phase of channel taps. This type of transmission with a

pre-filter reduces the Inter-symbol Interference (ISI) since the amplitude of the side lobes

of the transmitting signals is decreased with respect to the side lobes of TR method. This

in turn reduces the delay spread and multipath dispersion. In [25] the impact of the number

of quantization levels for the channel taps phases is evaluated. In parallel in [84], the

authors proposed a technique for optimized vector quantization of the CIR in order to reduce

information transmission in the feedback channel and hence to decrease the impact of noise.

In the chapter 6, we will explain our solution to feedback data through channel for using

TR.







Chapter 3

Communication Technologies

This section summarizes the main characterizes of Bluetooth and UWB. These technologies

have their own specific physical signals and the behaviour of them may serve to discriminate

technologies. The Bluetooth is working in the unlicensed ISM 2.4 GHz band by the adjusting

carrier signal in specific frequency that is used to modulate signals of systems. Carrier signals

are wasted the useful energy of transmitting signal. Instead, in UWB, there is no carrier

signal as in traditional transmitters. Therefore, from the power consumption aspect, UWB

seems to be a better choice.

UWB pulses are very short time. Consequently, they cover the huge bandwidth of frequency

which leads to overlap with different technologies signals. The FCC authorized that Power

Spectral Density (PSD) of UWB should not exceed emission masks specifying quite low

power emission. This low energy allows transmission in bandwidth without licenses. Since

low energy signals are similar to noise, their identification becomes difficult [27].

UWB systems have several unique advantages over the conventional narrow band systems

like High data rates, Multipath immunity, Fading robustness and High precision for location

and ranging applications [40]. We will discuss some of them in the next Section.
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3.1 Impulse-radio Ultra-wide band

Impulse radio UWB refers to the IEEE 802.15.4a protocol. On the Impulse radio (IR) UWB

systems are used to transmit a sequence of bit streams. In the first step, sequence of bits map

to different level, for example in the binary case to 1,-1. In the second step each symbol

repeats Ns times and then each repeated symbol formed by the different shape factor. Thus,

the single UWB pulse does not contain information of itself. It must add digital information

to the analogue pulse, by means of modulation. Symbols may be formed by Pulse position

modulation (PPM) or Pulse amplitude modulation (PAM) schemes to transmit information

from the Transmitter (Tx) to Receiver (Rx). The transmission rate of the system could be

varied by use of PAM and PPM schemes. Although the PPM and PAM constitute the major

approaches to modulation in IR-UWB systems, other approaches have been proposed as well

[27].

Common multiple access techniques implemented for pulses based on UWB technology

are Time Hopping (TH) and Direct Sequence (DS). These techniques are proposed to

prevent multi user collisions. A given UWB communication system will be a mixture of

these techniques, for example, TH-PPM, TH-PAM or DS-PAM. In TH-mode, the pulse

transmission instant is defined by the pseudo-random code [27].

3.1.1 PAM UWB signal modulation

PAM is a modulation technique where the amplitude of the pulse varies to contain digital

information. The IR-PAM scheme encodes data sequences as follows [27]:

S(t) =
√

Es/Ns

m

∑
i=0

Ns−1

∑
n=0

b(i)w(t− (iNs +n)Tf ) (3.1)
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where b(i) is the given symbol sequence have different level, for example in the binary case

has (−1,1) for the ith transmitted symbol that is repeated with Ns pulses. Tf is the frame

interval.
√

Es/Ns is the amplitude of a transmitted symbol, where Es is the signal energy

per pulse. w(t) can be different derivative of Gaussian waveform but second derivative of

Gaussian waveform has good fit to FCC emission mask. The selected waveform for w(t) is

the energy normalized second derivative of a Gaussian pulse [80].

w(t) =
(

1−4π(
t
α
)2
)

exp
(
−2π(

t
α
)2
)

(3.2)

where α is the shape factor and can be described by following expression:

α = 4πσ
2 (3.3)

where σ2 is the variance.

3.1.2 PPM UWB signal modulation

PPM technique is introduced to build a simple UWB transmitter. It is used a time-hopping

code and binary pulse position modulation, with a single reference pulse shape . This system

is perhaps the most common in the literature. This system only requires a single template

pulse for reception, and most of the complexity of this system resides in providing accurate

timing for the generation of the transmitted sequence and subsequent reception. The PPM

modulation scheme is most common method of modulation in the where each pulse is delayed

or sent in advance of a regular time encodes binary data sequences using Time Hopping (TH)

as follows [27]:
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S(t) =
√

Es/Ns

m

∑
i=0

Ns−1

∑
n=0

w(t− (iNs +n)Tf −b(i)ε) (3.4)

3.1.3 Channel Model

In UWB systems pulses carried out extremely short time. Thus, transmitting pulses convey

from different paths such as obstacle and wall and other building stuff with different reflection,

refraction, and reflection as Fig 3.1. Therefore, the multipath leads to pulses reaching the

receiving antenna by several replicas from different paths in UWB systems. It makes

dependent a transceiver design to the channel between Tx and Rx, determined by the impulse

response.

Several models were proposed in the last years, such as IEEE 802.15.3a [35] and IEEE

802.15.4a [56] for simulating UWB systems. In this part the IEEE 802.15.3a channel model

with parameters determined based on a measurement campaign in the 2-8 GHz frequency

band was adopted [35]. The model is a modified version of Saleh-Valenzuela’s model [65].

The model includes reflection, diffraction and scattering effects of the transmitted signal to

the receiver through multiple paths with different delays. Equation 3.5 shows the CIR which

Fig. 3.1 The transmitted pulses are reached to the receiver with multiple replicas.
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consists of observed taps of clusters and can be written as:

h(t) = X
L

∑
l=0

K(l)

∑
z=0

αz,lδ (t−Tl− τz,l), (3.5)

where δ (.) is the Dirac delta function, L is the number of clusters, K(l) is the number of

rays in the lth cluster, and αz,l are the multipath attenuation coefficients for the zth multipath

of lth the cluster. Tl is the arrival time of the lth cluster, τz,l is the delay of the zth multipath

contribution of the lth cluster, X and is a random variable denoting the amplitude gain due to

log-normal shadowing, which is modeled as follows:

20log10(X) ∝ Normal(0,σ2
x ), (3.6)

where σx is a log-normal standard deviation of multipath channel realization (dB). Cluster

arrival times are generated according to a Poisson process with a probability of cluster arrival

time of Tl with respect to previous one given by:

p(Tl/Tl−1) = Λexp[−Λ(Tl−Tl−1)], (3.7)

where Tl , Tl−1 and Λ denote respectively the cluster arrival rate time of arrival of the lth , the

(l−1)th clusters and cluster arrival rate.

Ray arrival times within cluster are also modeled according to Poison process with ray

arrival rate λ , considering a probability of ray arrival times respect to previous one equal to:

p(τz,l/τz−1,l) = λ exp[−λ (τz,l− τz−1,l)], (3.8)

where τz,l and τz−1,l denote the time of the zth and the (z−1)th contribution within the cluster

l with first starting cluster time is set to τ0,l = 0. The channel coefficients are defined as
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follows:

αz,l = pz,lξlβz,l (3.9)

20log10(ξlβz,l) ∝ Normal(µz,l,σ
2
1 +σ

2
2 )or |ξlβz,l|= 10(µz,l+n1+n2)/20 (3.10)

where n1 and n2 are independent Gaussian random variables with mean µn1 = 0 and µn2 = 0

for both case and standard deviation with variance of σ2
n1

and σ2
n2

that are correspond to the

fading on each cluster and ray, respectively. The expected value of |ξlβz,l|2 can be obtained

as:

E[|ξlβz,l|2] = β0 exp−Tl/Γ exp−τz,l/γ (3.11)

where β0 is the mean energy of the first path in the first cluster, and pz,l is an equal probability

discrete random variable with values equal to +/-1. ξl is the fading related with the łth cluster.

βz,l is the fading related with the zth ray of the łth cluster. The µz,l coefficient is given by:

µz,l =
10ln(β0)−10Tl/Γ−10τz,l/γ

ln(10)
−

(σ2
n1
+σ2

n2
) ln(10)

20
(3.12)

where Γ is a pulse decay factor power within a cluster ray; σ1 is cluster lognormal fading

standard deviation expressed in dB and σ2 is ray lognormal fading standard deviation also in

dB.

Four different configurations are proposed in [35], to match four different indoor environ-

ments, which are: line-of-sight (LOS (0-4m)), Non line-of-sight (NLOS (0-4m), and NLOS

(4-10m) channels and extreme NLOS environment with 25 nsec RMS delay spread. We call

these channel models, Channel Model 1 (CM1), Channel Model 2 (CM2), Channel Model

3 (CM3) and Channel Model 4 (CM4), respectively. We assume that CIRs are generated



3.1 Impulse-radio Ultra-wide band 21

Table 3.1 Multipath channel model parameters [35].

ModelParameters Λ λ Γ γ σn1(dB) σn2(dB) σx(dB)

CM1 0.0233 2.5 7.1 4.3 3.3941 3.3941 3
CM2 0.4 0.5 5.5 6.7 3.3941 3.3941 3

CM3 0.0667 2.1 14.00 7.9 3.3941 3.3941 3

CM4 0.0067 2.1 24.00 12 3.3941 3.3941 3

according to the IEEE 802.15.3a channel model with parameters defined in [35] for four

different indoor environment models. These models provide the best match to significant

characteristics of the real world channel. The values of the parameters for these environments

are specified in Table 3.1.

3.1.4 UWB Receiver

In this section, we explain the detection of UWB signals that transmit pulses with PPM or

PAM modulation from the multipath environments. The signals are taken from a multipath

channel that their parameters are known. The receiver performs the opposite operation of the

transmitter to recover the data. The receiver has a matched filter to optimized the received

signals respect to Additive white Gaussian noise (AWGN) and also detection function of the

received pulses amongst the other signals. These information could be helpful to detection of

pulses in the UWB systems as we will explain in the following.

The signal at the receiver is determined by:

R(t) = S(t)⊗h(t)+n(t) (3.13)

where ⊗ and n(t) are, respectively, convolution operation and Additive White Gaussian

Noise (AWGN) introduced at the receiver, while h(t) is the multi-path random time-varying

channel impulse response.

The optimum wideband signal receiver is a rake receiver, that minimizes the probability
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of error by using a bank of Single User Matched Filters (SUMFs) to capture pulses and

improve the pulse detection performance [27]. The UWB receiver system takes decisions for

detection of each binary bit stream as shown in Fig 3.2. The estimated bit is given by:

bi =
∫

τ+Ti

τ

(R(t)× (Mi(t)⊗h(t))dt, (3.14)

where Mi(t)⊗h(t) is the matched filter for ith bit detection that Mi(t) obtain as follows:

Mi(t) = ∑
i

Ns−1

∑
n=0

(w(t− (iNs +n)Tf )) (3.15)

3.1.5 Inter-Symbol Interference

The maximum excess delays of IEEE 802.15.3a channel model for CM1, CM2, CM3 and

CM4 are around 30 ns till 300 ns [35]. Hence, the IR-UWB systems some portion of the

transmitted symbol energy inevitably leaks into the consecutive symbols at high data rates

which is called as inter-symbol interference (ISI). ISI is one of the major factors in reducing

the detection performance in the UWB systems. Therefore, it is important to consider
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Fig. 3.2 Structure of UWB transceiver that encodes information with multipath channels.
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different model to mitigate the ISI in the higher data rate. One of the solution to avoid ISI is

a TR prefiltering method. In the next section will discuss about TR.

3.1.6 Time Receiver Pre-filtering

The Time Reversal Pre-filtering (TRP) exploits the time-reversed, complex conjugate channel

for transmitting information as shown in Fig 3.3. In this structure, both Transmitter (Tx) and

Receiver (Rx) need the perfect knowledge of the channel that can be obtained by executing

the following procedure once every coherence time [23]:

It is assumed that transmitter and receiver are perfectly synchronized and signal transmission

is carried out as following steps:

1. Tx sends a token pulse enabling Rx to estimate the channel impulse response;

2. Rx sends the estimates CIR to Tx, using a feedback channel;

3. Tx transmits pre-filtered symbols with the channel reverse conjugate for the duration

of the coherence time as Equation 3.16.

R(t) = S(t)⊗h∗(−t)⊗h(t)+n(t), (3.16)

where ∗ denotes complex conjugate operation.

The UWB receiver system takes decisions for detection of each binary bit stream as

shown in Fig 3.3. The estimated bit is given by:

bi =
∫

τ+Ti

τ

(R(t)× (Mi(t)⊗h∗(−t)⊗h(t))dt, (3.17)

where Mi(t)⊗ h∗(−t)⊗ h(t) is the matched filter for ith bit detection that Mi(t) obtain as

follows:

Mi(t) = ∑
i

Ns−1

∑
n=0

(w(t− (iNs +n)Tf )) (3.18)
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Fig. 3.3 Structure of TR based on UWB transceiver that encodes information with multipath
channels.

3.1.6.1 Time Receiver Pre-filtering Benefits

TR prefiltering lead to concentration of received signal power in the signalling as shown in

Fig. 3.4. It illustrates the detection capability of TR respect to no TR. It is powerful method

for mitigating MUI and ISI specially in high data rate. The proposed technique in TR relies

on the capability of modeling the UWB channel with high accuracy. As we explained in

3.1.3, accurate channel models are also fundamental in performance evaluation of TR.’ The

TR technique provides better performance, higher achievable data rates and more secure data

transmission with respect to traditional (no time reversal) UWB systems and also reduces the

complexity of the receiver.

3.1.6.2 Time Receiver Pre-filtering Problems

In theory, the TR pre-filtering technique requires the complete channel information for feed-

back. However, transferring such a massive information requires a large bandwidth feedback

channel. This makes the approach unpractical in UWB systems [30].

The conventional solution is to introduce a digital feedback system that conveys a quantized

version of channel taps. The quantization operation introduces however several sources of
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Fig. 3.4 Four consecutive pulses at receiver with TR and without TR.

errors.

1. The first one is the unrecoverable A/D conversion error that prevents from perfectly

recovering the original channel: the lower the number of bits per samples the largest

the conversion error.

For example, let us assume that each CIR has K(l)+L+1 samples, requiring (K(l)+

L+1)∗b bits to be sent back via the feedback channel, where b denotes the bits per

sample used in the quantization corresponding to 2b levels per sample.

2. The second source of error arises from the noise in the feedback channel. The error

probability of the received bits from the feedback channel at the transmitter side is not

zero and it depends on the noise of the environment.

Since in UWB systems the channel is characterized by a short coherence time ranging

from hundred to several hundred nano seconds depending on the environment, it is crucial to

increase the number of levels in order to increase the accuracy of the feedback information
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and to decrease the quantization errors in the feedback system. As result the amount of

information to be sent back can become unsustainable.

3.1.7 Multi-User Interference

The effect of multi-user interference (MUI) on IR-UWB Networks are argued in the many

real system. The simple way to avoid MUI is using multiple access methods which can

be Time Hopping (TH) and Direct Sequence (DS) methods. We will mention TH in the

following work. It is also useful to use TR method in parallel to concentrate the transmitting

signals over the same link.

3.1.7.1 Time Hopping

TH is a pseudo-random code (C) to avoid collision in multiple access [27] which can be used

in the IR-TH-PAM scheme to encodes symbol sequences as follows [27]:

S(t) =
√

Es/Ns

m

∑
i=0

Ns−1

∑
n=0

b(i)w(t− (iNs +n)Tf −C(iNs+n)Tc) (3.19)

The pulse is sent with CiNs+n delay time which is bounded in the frame interval Tf . The

(Ci)i∈Z sequence is generated from a pseudo random TH code taking values in (0,1, ...,Nh−

1). Tc is the chip time interval. The IR-TH-PPM can be determine by:

S(t) =
√

Es/Ns

m

∑
i=0

Ns−1

∑
n=0

w(t− (iNs +n)Tf +C(iNs+n)Tc−b(i)ε) (3.20)

where C(iNs+n)Tc + ε < Tf condition should be considered for all C(iNs+n).

As explained in Section 3.1.6, transmitting the signal defined in Equation 3.19 without any

additional operation poses several problems. Therefore, the time reversal pre-filtering (TRP)

technique was proposed to address such issues.
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3.2 Bluetooth

Bluetooth is one of Low power technologies that provide the tools and abilities to design

low-cost applications which can operate and communicate in mobile environments, in the

optimal case using only a single chip. The Bluetooth was originally designed to provide

a useful and powerful technology for indoor wireless communication as [43] , [7] that is

widely available today. It argues that Bluetooth is a technology well suited for comparison

with UWB signal. The study is demonstrated that 69 million Bluetooth chips were shipped

in 2003, and are predicted 720 million units till 2008 [8]. Laptops, cell phones, and PDAs

are increasingly shipped with an integrated Bluetooth radio.

3.2.1 Bluetooth Generator

This section presents an overview of Bluetooth, with a special emphasis on the parts that

concern a Bluetooth generation. We explain Bluetooth signal generation in the context

of signal recognition and shows how most concepts in recognition of UWB are easily

discriminate from Bluetooth. It describes how these concepts can be implemented in the

Matlab simulink using the Bluetooth protocol. In the setup phase, Bluetooth signals were

synthetically generated using MATLAB as Fig 3.5. Following the Bluetooth standard (IEEE

802.15.1), time is divided into fixed slots of. It is used a simple Bluetooth wireless data link,

which applies Gaussian Frequency Shift Keying (GFSK) over a radio channel with maximum

capacity of 1 Mbps. The method executes a 79 frequency hops for each packet. The duration

of each packet was randomly generated according to the IEEE 802.15.1 protocol. It transmits

low power signals, which are used often for the indoor applications.
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Fig. 3.5 Bluetooth generator structure of Matlab



Chapter 4

Machine Learning

In this chapter, a review of machine learning will present, which can be used for some

application of communication systems such as recognizing data points and clusters. Machine

Learning consists of three steps, namely data acquisition, feature extraction and classification

or clustering.

Two main parts of machine learning are divided into supervised and unsupervised learning.

In the supervise learning the labels of data is known, hence these methods are useful to classify

data points that will be explained in section 4.3. However, in the unsupervised learning

is trying to find unlabeled data structure which is explained in section 4.4. Unsupervised

methods are useful for clustering data points which we do not have any information about

the number of clusters and labels of data points. Finally, in section 4.5 we discuss about

evaluation criteria.

4.1 Feature extraction

In general, the features are significantly important to recognize, classify and cluster data

points. They are represented by properties of data points. The compositions of different

kinds of patterns, also called feature spaces, define data points in a high dimensional features.

In order to classify and cluster data points, an appropriate set of features has to be selected.

These features are expected to satisfy several aspects as follows:
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1. They should be distinguished the objects clearly;

2. They should be invariant to irrelevant transformations of the given data;

3. They should compact in dimensionality in order to reduce memory consumption and

computation time;

4. They should be easy to extract and insensitive to noise.

The feature extraction methods may involve prior knowledge of the problem domain, but

appropriate features are mostly not easy to find and often lead to long time evaluations [42].

4.2 Similarity

Different similarity (or dissimilarity) criterion function for computing the distances between

each pair of nodes has been proposed in literature [44], [28]. The distance, such as Euclidean,

Mahalanobis and Minkowski are good measures of dissimilarity that attempt to minimize the

same distance between the points in the same cluster in order to reach the optimal cluster

heads. However, the Cosine, Jaccard, Spearman and Pearson Correlation functions compute

the similarity of cluster data point.

Weighted Overlap (WO) is another similarity technique which compares two data points

based on the relative ranking of their dimensions. Two similar data points are expected to

have their dimensions in similar orderings. In comparison to the Spearman correlation, WO

provides the advantage that it penalizes the differences in the top-ranking dimensions more

than it does for the bottom ones [61].

4.3 Supervise learning

From the several available classifiers, the following ones were selected: Support vector

machine with different kernels, K nearest neighborhood (KNN), parabolic neural network
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(PNN) and Naïve Bayes [44], [28]. Support vector machine arguably are the most successful

classification method in machine learning [69]. SVM are principled derivation methods that

use optimization packages to get the solution and classification. Benefit of machine learning

in support vector machine is expanded from linear to non linear cases, as described below

[69].

4.3.1 Support vector machine

Most of previous works on classification have shown that Support vector machines (SVMs)

are the most successful classification methods in machine learning [15]. SVM with kernels

are basically derivation methods that use optimization schemes to get the solution and the

classification. In the following, we will shortly review the most famous kernels used in SVM

classifier. Four of the following kernels are non linear. The benefit of the non linear cases is

that, by using them, it is possible to map the data on a high dimensional space, allowing a

better data classification, even if, as some experimental work have shown previously, a lower

robustness than linear case is possible [69].

(I) Gaussian RBF We use RBF Kernel with the Sequential Minimal Optimization (SMO)

Method [73], a faster algorithm for training SVM that uses pair wise classification to break

a multi-class problem into a set of 2-dimensional sub problems, eliminating the need for

numerical optimization.

k(xi,x j) = exp(−γ(xT
i − x j)

2) (4.1)

(II) Multilayer Perception We use MLP Kernel with the least-squares (LS) Method [62].

k(xi,x j) = S(xT
i x j)−1) (4.2)
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S is a sigmoid function.

(III) Linear kernel We use linear Kernel with the SMO Method .

k(xi,x j) = xT
i x j (4.3)

(IV Polynomial kernel We use Polynomial Kernel with the least-squares (LS) Method. We

consider a polynomial kernel power to degree 4.

k(xi,x j) = (xT
i x j +1)4 (4.4)

(V) Quadratic kernel We use quadratic Kernel with the least-squares (LS) Method.

k(xi,x j) = (xT
i x j−1)2 (4.5)

4.3.2 Probabilistic Neural Networks (PNNs)

Artificial neural network is composed of a set of neurons which are connected together in

different layers. Connection of layers is a mathematical formula, which is like a multidi-

mensional polynomial. Parabolic neural networks are based on biological neural networks

processing the information [76]. PNNs are able to classify data. Different signals have

their own patterns which are useful for the aim of classification. PNN is an adapted version

of radial basis function (RBF) which estimates the probability density functions. PNN,

composed of multiple layers, is trained faster and produces more accurate models, compared

to the other neural networks. PNNs utilize an input, a hidden, and an output layer and they

are suitable for classification problems. The spread parameter is set to 0.1 which yields the

best results in PNNs. The network acts as a nearest neighbor classifier if the spread parameter

is near zero.
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4.3.3 Naive Bayes classifier

Naïve bayes classifiers are discriminate and supervise leaning methods that optimize condi-

tional likelihood. The intuition of naive bases is very simple and it is based on Bayes Rules.

In this classifier output of probability condition is prediction of classifier and the likelihood

of the estimators is maximized. This classifier is very simple but the performance is quite

good.

4.3.4 K nearest neighbours

One of the simplest classification algorithms is the K nearest neighbours [54] [61]. KNN

takes new point and classifies it according to the majority vote of the K nearest point in the

data set which is called training data. Majority data vote determines that new data belongs to

which class. It is a regular method for classification with the optimum number of the closest

neighbours and the most suitable distance. New coming data looks at and query from K

neighbourhoods then calculates distance from these K neighbourhoods and finally samples

map to the nearest group and maps to the nearest one. Four KNNs have been employed with

different distance functions; however we use the Euclidean distance because it does not affect

the classification accuracy. We choose K=3 neighbourhoods to evaluate the total experiment.

In this case, none of the results of the K-NN would be stable and thus valid for classification

4.4 Unsupervised learning.

The main goal is to accelerate these processes by utilizing unsupervised learning algorithm

to cluster channels. In this Section, we investigated with respect to this goal. Clustering is an

unsupervised machine learning approach adopted in scientific data analysis. A clustering

of data partitions the set of unlabeled data in a set of clusters and associates cluster label to

data. The number of cluster heads and also the category labels of data points are unknown.
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Common clustering approaches discover a set of cluster heads so as to minimize the sum of

squared errors between data points within a cluster and their nearest cluster heads.

4.4.1 Clustering algorithms

The first issue is the selection of the clustering algorithm itself. Clustering methods have

been organized in several categories [82]. K-centers clustering methods are divided into

K-medoids clustering, K-medians clustering and K-means [68]. K-means initializes a set of

cluster centers [53] and is the most popular and most commonly used algorithm employing a

squared error criterion. It iteratively updates the center of each cluster by minimizing the

overall Euclidean distance between the data points and the cluster heads till a convergence

criterion is met. However, k-median clustering minimizes the median value of the Euclidean

distance of all data points from cluster heads. K-medoids clustering algorithm takes as input

from an initial set of exemplars and then iteratively minimizes the maximum value of city

block distance of all data points assigned to the closest cluster heads. The k-centers clustering

algorithm is sensitive to choosing the initial set. Hence, it needs to be run with many different

random initializations to give opportunity to random node to be the cluster heads in order to

find the best solution. It works well only when the number of clusters is small and chances

are good that at least one restart lies close to a good clustering solution.

In the density-based cluster methods it is supposed that the data of each cluster has a

specific probability distribution. Hence, each cluster node is identified based on fitting their

probability distribution [4]. Simulated Annealing [67] is suggested to search globally so

as to avoid local optima. It is a stochastic search technique which is applied to small sets

while learning execution times [82]. Hierarchical Methods cluster the data by partitioning the

samples in either a top-down or bottom-up approach recursively, which are called respectively

agglomerative hierarchical and Divisive hierarchical clustering algorithm. By giving the

chance to all of the nodes to be clustered heads, hierarchical algorithms merge pairs of
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clusters; therefore, they are independent of the initial cluster number and conditions and

priori [82]. We consider 3 algorithm for clustering we are going to explain in detail.

4.4.1.1 Vertex substitution heuristic

The first algorithm, called vertex substitution heuristic (VSH), uses p-median as a resolving

method to locate p facilities (clusters) to N customers (data point) in order to minimize the

total cost of demands between each customer and the closest facility [45]. VSH finds an

optimal replacement for p facilities [45]. VSH is used as a clustering algorithm on the basis

of the similarity matrix in [74]. The agorithm minimizes the similarity between channels

and channel cluster head candidates. VSH selects randomly columns from similarity that are

called exemplar (cluster heads) candidates. is the number of clusters which are set manually

in the initial step. VSH is iteratively refined by evaluating the effect of substituting an

unselected point for one of the selected cluster heads. The selected columns become cluster

heads if the sum of the maximum values of rows is maximized.

4.4.1.2 Expectation maximization

The second clustering algorithm that we consider in our experiments is K log(K) – EM.

The algorithm performs an initialization step that starts with the K log(K) initial sets and

then prunes small clusters with farthest-first algorithm in order to discover K initial clusters

[18, 19]. The initial set is used to implement an EM updating algorithm [22]. The EM

algorithm estimates cluster similarities and consequently it updates the cluster heads in each

maximization step.

4.4.1.3 Affinity propagation

In most of the clustering algorithms, the number of clusters should be specified before carry-

ing out the partitioning. Determining the number of clusters without prior data knowledge

is a however difficult task and significantly affects the clustering algorithm’s performance
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because there are of possible distinct cluster centres. The initial cluster number is typically

determined manually or based on different algorithms such as Akaike information criterion

(AIC) [3] or Cluster Separation [20] which aim at estimating the optimal number of clusters.

Affinity propagation (AP) is an exemplar-based unsupervised hierarchical clustering

algorithm [36] which evaluates all the data points as possible cluster heads. Thus, the

algorithm does not need to know the number of clusters in advance. Instead, AP automatically

determines the number of cluster heads by adjusting preference values. Preference is a real

number in the similarity matrix . A low value of preference results in low number of

clusters. Therefore, the main reasons to opt for the AP clustering algorithm is its capability of

selecting cluster heads without having any prior knowledge of the number of cluster heads. A

different approach is adopted in Affinity propagation (AP), an exemplar-based unsupervised

hierarchical iterative clustering algorithm [36]. AP evaluates in fact all the data points as

possible cluster heads: thus, the algorithm neither needs to set the number of clusters in

advance, nor to perform an initial random selection. Instead, AP automatically determines

the number of cluster heads as result of a set of preference values, defined as the value of

similarity S(i, i) of each point i to itself.

AP is based on messages exchanges between points until a set of cluster heads emerges.

More specifically, the AP algorithm takes the similarity between pairs of points as input

and its output is a set of clusters. In its basic form, the AP algorithm is implemented by

exchanging and updating Responsibility and Availability messages between the channels.

Responsibility R(i, j) denotes how well-appropriate channel j is to be as the cluster head for

i. Availability A(i, j) estimates how well-suited data point i is to substitute j as a cluster head.

The damping factor ρd is used in AP algorithm when the Responsibilities and availabilities

update in each step by the damping factor ρd that leads to avoiding numerical oscillations

caused by overshooting [36].
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The AP clustering algorithm is presented in Algorithm 1. At each iteration, each channel

sends a message which reflects the current affinity that the channel has for choosing another

channel as its cluster head. Specifically, the data point j is the cluster head of the data point

i when the value of A( j, j)+R( j, j) in i = j converges after a fixed number of iterations.

Upon convergence, Φ( j), i.e., the index of the cluster head assigned for each channel, is

determined. These iterations are minimum number of iterations Itmin and maximum value

Itmax . The minimum value is applied if no change is observed message results till iteration of

message passing stop. In any case, AP is terminated after a maximum of Itmax iterations.

Algorithm 1 Discover cluster heads using AP algorithm in learning step.
1: Input: Realize N data point.
2: Output: Cluster labels of each data points Φ( j)
3: Initialization:
4: S( j, j)=

{
use equations Section4.2 ∀i, j ∈ k, i ̸= j,
p, ∀i, j ∈ k, i = j,

}
5: A(i, j)← 0,R(i, j)← 0,∀i, j ∈ k
6: while T ≤ T hreshold do
7: updating responsibility and availability till converge
8: R(i, j)← S(i, j)−max j′ ̸= j {A(i, j

′
)+S(i, j

′
)}, ∀i, j ∈ k

9: Rnew = (ρd)Rnew +(1−ρd)Rold

10: A(i, j)←

{
min

[
0;R( j, j)+∑i′ /∈(i, j) max

[
0;R(i

′
, j)

]]
, for i ̸= j,∀i, j ∈ k,

∑i′ /∈ j max[0,R( j, j)], for i = j,∀i, j ∈ k,

}
11: Anew = (ρd)Anew +(1−ρd)Aold

12: end while
13: Calculate cluster head’s j← [A( j, j)+R( j, j)]> 0,
14: Return selected labels (Φ( j)) for each channel based on maximum similarity from column of

similarity

4.5 Evaluation Criteria.

We used different metrics to measure the performance of our proposed algorithm. These

metrics are useful to analyze data without prior assumption about the data. For signals

classification, Confusion matrix is a particular table layout that allows visualization of the

efficiency of an algorithm in Machine Learning. Each column of the matrix denotes the
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instances in a predicted class, while each row is the instance in an actual class. The accuracy

(AC) is the proportion of total true positives divided by the sum of the total true positives

pulse false negatives and false positives each class. The recall (correct classification rate)

is the proportion of true positive each class divided true positive pulse false negatives. The

precision is the proportion of the predicted true positive each class divided true positive

same class and false positives classes. The F-measure is the harmonic mean of precision and

recall and calculated as: 2*recall*precision / (recall+ precision). For clustering channels, the

optimal solution must demonstrate







Chapter 5

Analysis in noisy channels and selected
feature analysis

One of the most important issues in UWB is that there exists interference with other signals

and noise which sometimes is too much. UWB overlaps with different technologies, espe-

cially in unlicensed bands such as ISM, therefore we need to explore the behavior of UWB

signals versus other signals. In our configuration the receiver has four different states, UWB,

Bluetooth, UWB plus Bluetooth and noise. Figure 5.1 shows the system model.

Fig. 5.1 System model Schematic
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5.1 Simulating parameters

Data is analyzed to recognize and detect UWB and Bluetooth signals, as mentioned in

previous sections. One of the most important issue in UWB is that there exists interference

with other signals as well as noise.

We consider that UWB signals used 2PPM-TH modulation technique in transmitter

as section 3.1.7.1. UWB signals were generated form Equation 3.20 with the following

parameters:

Number of pulses per bit was Ns = 1, Frame time was Tf = 10ns, Chip time was Tc = 1ns,

PPM time shift was ε = 0.5ns, Pulse shaping factor was α = 0.25ns and Pulse duration was

T M = 0.5ns.

Bluetooth data under analysis in this section was synthetically generated using MATLAB as

explained in Section 3.2. The time window was set to 5 ns that is a very short interval respect

to the standardized Bluetooth time slot (625µs). For this reason, the Bluetooth frequency

hopping nature does not affect the evaluation of the chosen features. Additive Gaussian white

noise is used in the simulations.

5.2 Energy profile features

As explained in Section 4.1, extracted features are significant to classify the signals. In this

section, we explain the feature extraction based on energy profile.

Received signals are illustrated in Fig. 5.2. The left-hand part shows signals for 10ns, with

40dB SNR. Intuitively, shapes of singletons are similar to noise, especially in high SNR,

and as a result are difficult to identify. The right-hand part of Fig. 5.2 shows the short-term

energy of the signals for overlapping time windows. It indicates that the energy variation of
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Fig. 5.2 Different Signals and their energy with 40 dB SNR

UWB is smooth, which is a helpful behavior to recognize it from other signals.

In order to extract features from signals, the whole signal was subdivided into overlapping

time windows. Then, we calculated energy for each of the obtained time window. In our

experiments, we selected 5 ns for the length of time windows with 50 percent overlap. We

extract features from energy profile and derivative of energy signals that are generated with

Matlab. As shown in Fig. 5.2 right part, we calculate energy in the small time window of

capturing in which the length of windows are 5ns and 50 percent have overlapping. As we

know all of signals have 4 class labels: UWB, Bluetooth, overlapping UWB and Bluetooth

signals and noise, respectively.
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Short-time energy features, since calculated in small time windows, provide a robust tool

for detecting UWB signals. This because, given the faster rate of change of the total energy

in UWB signals due to their impulsiveness, the feature provides means for discriminating

UWB from other signals. On the other hand, Bluetooth signals have continuous behavior

similar to sinusoids within packet duration, and for this reason Bluetooth short time energy

has smoother variation with respect to the UWB one.

We leveraged seven features in our experiments: short time energy, amplitude of derivative

of short time energy, phase of derivative of short time energy, fast Fourier transform short

time energy, short Fourier transform of short time energy, short time energy gradient, and

Gaussian normalize window short time energy.

Data were divided so that 70 percent were used to train and the remaining was used to

classify. We listen to the noisy data received from the antenna.

5.3 Feature Selection

According to analyzed data we applied energy profile as feature. Mentioned features are

useful to classify data. Next step, two feature selection algorithms evaluated features.

When large amounts of data are available, feature selection methods are useful to reduce

the amount of features. The low rate of variation of the efficiency should be considered as

well. To this end, two feature selection algorithms were applied:

1. minimum Redundancy Maximum Relevance (mRMR) (applied with three different

methods) [60];

2. Genetic Algorithm with Information Theory (GA) [52].

The mRMR and GA algorithms were used in order to rank the features which are able to

better classify the samples for each scenario. In general, mRMR algorithm calculates features
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Fig. 5.3 Evaluation feature selection in different SNR

relevance and redundancy using Mutual Information (MI). Following [60], this algorithm

uses three different criteria to select features from the sorted subsets:

1. Mutual Information Difference (MID (mRMR1)), defined as the difference between

relevance and redundancy;

2. basic scheme (mRMR2), in which no particular combination of relevance and redun-

dancy is defined;

3. Mutual Information Quotient (MIQ (mRMR3)), defined as the ratio between relevance

and redundancy.

In any case, the output of each criteria is a vector with the indexes of the features that

composes the optimal set of features.



46 Analysis in noisy channels and selected feature analysis

We show in Fig. 5.3 different feature selection methods that are applied with SVM

RBF classifier on several SNRs, when we use feature selection methods. We have selected

four best features using feature selection algorithm slot that were sorted with the mRMR

algorithm using 3 different criteria and genetic algorithm. mRMR algorithm looks at the

relevance and redundancy of features by using mutual information measure between features

and labels. We compare the behavior of different feature selection methods in Fig. 5.3, in

which the x axis is SNR. We can select which of the extracted features are important. All

results are experimental and here we want to have fewer features. Fig 5.3 demonstrates the

effect of feature selection showing that with fewer data we have the same performance.

The best 4 features are chosen by the different feature selection algorithms as following:

1. mRMR1: Short window time energy, Gaussian normalizes window time energy, and

Short Fourier transform of short time energy and Fast Fourier transform short time

energy.

2. mRMR2: Short time window energy; Fast Fourier transform of short time energy,

short Fourier transform of short time energy and Gaussian normalize window short

time energy.

3. mRMR1: Short window time energy, short Fourier transform of short time energy, fast

Fourier transform short time energy and Gaussian normalize window time energy.

4. GA: Short Fourier transform of short time energy, amplitude of derivative of short time

energy, Gaussian normalize window short time energy and short time energy gradient.

5.4 Performance of different classifiers

We carried out experiments with support vector machine based on five different kernels, K

nearest Neighborhoods, parabolic neural network and naïve bayes classifier as explained
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in section 4.3. In order to find the optimal separating hyper plane in SVM, we performed

training using the least-squares, Sequential Minimal Optimization and quadratic program-

ming methods. The basic principle of SVM is to construct the optimal separating hyper plane

which maximizes the distance between the closest sample data points in the (reduced) convex

hulls for each class, in an n-dimensional feature space.

We selected 1916 samples for training and testing. The output of the classifiers is a prediction

value of the actual samples of classes. In order to evaluate the performance of a classifier, the

repeated held-out cross-validation method is used. According to this method the samples

of each class in the data collection are divided into a training set containing 70 available

data and a disjoint test set containing the remaining 30 of the data. The training and the test

set are selected randomly. The classifier is trained using the training set and the recall and

accuracy is estimated on the test set.

Accuracy is an advantageous metric to measure the systems in many applications which is

calculated form confusion matrix. Fig. 5.4 is accuracy performance of signals detection with

classifiers. Accuracy illustrates total performance, which means the capability of classifiers

to discriminate classes’ samples. High accuracy demonstrates power of classifier to separate

data of 4 classes. Signals corresponding evaluation, represented in Fig. 5.4, is the total

performance of the approaches with regards to the all 4 classes. Fig. 5.4 demonstrates the

accuracy of instances in -20 dB SNR up to 60 dB. SVM Linear and MLP have massive

misclassification data, meaning that SVM MLP has worst result in whole SNR. If we look at

all of SNR, SVM RBF has acceptable efficiency. Other classifiers have very similar results;

hence, classifier selection in different SNR is imposed according to the maximum accuracy.

For example, in SNR -20 dB we should choose the best classifier, which is the SVM quadratic

and has 52 percent detection rate. SVM linear has the best performance in -10 dB SNR,

however, SVM RBF has best classification rate in more than 20 dB SNR.
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Fig. 5.4 Evaluation classifier in different SNR
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5.5 Result with Confusion matrix

We have investigated only 4 classes in the database in which they always had 20s dB SNR. We

suppose that the distances between transmitters and receivers are constant. The performance

of the predictive model is investigated using the confusion matrix in Table 5.1. Each class

has 143 test observations that are nominated of energy profile and its derivative which are

samples of the corresponding class signals. Basically, the highest number in diagonal show

that test observation is correctly classified; on the other hand, any number in non-diagonal

part means that it is not correctly classified. Table 5.1, provides in detail, the confusion

matrix measured for the SVM Polynomial and shows that it has the best performance to

detect UWB compared to the other classifiers. For detection of Bluetooth, we leveraged K

nearest neighbors that have 136 true positive. Also detection rate of SVM RBF for detecting

UWB+ Bluetooth is the best, between the others. In the detection of noise, majority of

classifiers have acceptable prediction in 20 signals to noise ratio. Our proposed method has

good performance to recognize noise in 20 dB SNR.

5.6 Performance detection of class

In the following, the behavior of the best classifier (SVM with RBF kernel), is investigated

against changing the test data with 10 dB SNR. In general we can use different metric that

first one recall that is classifier sensitivity. Fig. 5.5 highlights the behavior of the classifier on

the four classes and for varying numbers of cross-validation repetitions and varying parts

of samples used in testing. As shown in Fig. 5.5, for 10 dB SNR, UWB+BT with RBF

kernel provides the best correct classification rate of 99.3 percent, 98.61 percent, 98.9 percent

respectively. We have seen precision Noise has the second best performance of 96.7 percent,

whereas UWB have the recall with SVM RBF of 93 percent. The recall of noise signals for
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Table 5.1: Confusion matrix on the 7 features when 30 percent of the samples of 20
dB SNR data are used for testing.
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Fig. 5.5 Behavior of difference classifier on difference classes for classification when the size
of the test signals is 30 percent

RBF is 82.5 percent. Bluetooth (BT) provides performance of 33.5 percent according to

F-measure when RBF is used.





Chapter 6

Digital Feedback

The problem of TR mentioned in Section 3.1.6.2. In this chapter, we propose a new feedback

design, based on vector quantization for TRP-UWB that takes advantage of a machine

learning algorithm to reduce the amount of information to be sent on the feedback channel.

6.1 Digital Feedback Design

In order to solve TR problem in this Section a new digital feedback system based on Channel

Cluster Heads (CCHs) is proposed. As it will be shown later, the proposed feedback system

requires less bits to be fed back. Hence, this allows to reliably protect the bits from com-

munication errors and additionally reduces the time required to send feedback information,

making the implementation of UWB systems more practical. The proposed is shown in Fig.

6.1 and can be described as follows:

Let us assume we have N energy normalized channel realizations C = [h1(t),h2(t), ...,hN(t)].

A set CH = [H0(t),H1(t), ...,Hx(t), ...,Hm(t)], representing the CCHs is selected out of the

set C of channels as a result of learning process carried out by means of clustering algorithm.

It will be explained how to select CCHs and then describe the distance criteria used in clusters

as Sections 4.2. Next, the detailed description of the clustering algorithm is provided as

Section 4.4.1.
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In detail, every coherence time, the receiver estimate the channel and select the CCH

within the set CH which is the most similar to the estimated channel according to the selected

similarity or dissimilarity criterion. The receiver sends then back the corresponding CCH

code to the transmitter. Finally, the transmitter decodes the received CCH code and prefilters

the data to be transmitted using the time-reversed conjugate of the corresponding CCH

(hH0(t)) as follows:

1. The transmitter modulate the bit stream b(i) according to the selected modulation

scheme as explained in Equations 3.19 and 3.20 and then applies the CCH (hH0) to

transmitted signals (S(t)) as follows:

T (t) = S(t)⊗h∗H0
(−t). (6.1)

2. In the receiver, an estimation of the bit is obtained by using a matched filter as follows:

bi =
∫

τ+Ti

τ

(S(t)⊗h∗H0
(−t)⊗h(t)+n(t))× (Mi(t)⊗h∗H0

(−t)⊗h(t))dt (6.2)

where (Mi(t)⊗h∗H(−t)⊗h(t)) is the mask of the matched filter that guarantees optimal

bit decision. h(t) and n(t) are channel and Additive White Gaussian Noise, respectively.

Mi(t) obtain as follows:

Mi(t) = ∑
i

Ns−1

∑
n=0

(w(t− (iNs +n)Tf −C(iNs+n)Tc)) (6.3)

The proposed algorithm foresees thus two main steps:

1. Learning step - Generate or collect CIRs and divide them into clusters, and select

CCHs of subgroups using a machine learning process (to be performed once);

2. Selection step - Apply the best matching CCH to channel as a pre-filter for transmitting

pulses of UWB system (to be performed once every coherence time).
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Fig. 6.1 Block diagram of a UWB system which uses the proposed algorithm with offline
learning approach.

6.2 Advantage of Proposed Algorithm

The proposed digital feedback provides four main Advantage as following:

1. Lower amount of information transfer from the feedback channel because it requires

sending backs only the code of the selected CCH and not the whole channel information

as done in traditional time reversal

2. It significantly reduces the dedicated bandwidth required for feedback,

3. It considerably improves the speed of transceivers,

4. It is robust to noise in the feedback channel since the few bytes required to send the

codes can be heavily error protected.

We will demonstrate that in the proposed method a maximum of five bits information is

required to be sent back.
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6.3 Possible Scenarios

One of the important factor to evaluate the proposed algorithm is channel or simulation

environment. Two scenarios can be considered for obtaining the channel realizations and for

discovering their CCHs in the learning step: unknown vs. known environment [55].

1. i) Unkown environment: in this scenario, channel information is unavailable at

startup. A set-up phase is needed in order to collect the CIRs. During the set-up phase,

the transmitter sends several token pulses and the receiver collects the corresponding

CIRs. After this, the receiver partitions the captured CIRs and selects the CCHs

using a clustering algorithm. Subsequently, it sends back CCHs and their codes to the

transmitter [49].

2. i) Kown environment: in this scenario, the channel characteristics are known, allow-

ing the use of IEEE 802.15.3a [56] as explained in Section 3.1.3 or IEEE 802.15.4a [56]

channel models. These channel models can be tuned so to match channel characteris-

tics in particular indoor and outdoor environments, and provide reliable benchmarks

to evaluate and discover the CCHs. Hence, the CIRs are generated from the channel

model and then they are clustered. In this scenario there is no need for the set-up phase,

enabling the systems to start operating immediately.

The focus of this chapter is on a known environment, in which channel information

was already measured and modeled for specific indoor and outdoor areas. Channel Impulse

Responses (CIRs) can be then generated from a standard channel model like IEEE 802.15.3.a

[56].
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6.4 Similarity metrics

Both learning and selection steps rely on the definition of a similarity metric for identifying

CCHs (learning step) and selecting the best matching CCH (selection step). In The this

section reviews some suitable similarity metrics from the literature, while Section 6.4.1

proposes a new metric specifically defined for the proposed algorithm. Finally, possible

choices for the clustering algorithms are reviewed in Section 4.2.

Similarity metrics play a key role in finding the groups of data points which are in the

same cluster. A good similarity metric should lead to the distance between data points in the

same cluster to be significantly less than the distance with data points in other clusters.

Before reviewing possible metrics proposed in the literature and describing in detail those

selected in this work, it is wise to clarify what function should be used as input to the

similarity metric.

As explained in Section 3.1.6, in TRP the signal after the channel (before considering noise)

is the convolution of the pulse w(t) with the time-reversed conjugate of the channel h∗j(−t)

and the channel h j(t) as follows:

Ψ j j(t) = w(t)⊗Rauto
h jh j

(t) = w(t)⊗h∗j(−t)⊗h j(t) = w(t)⊗h j(t)⊙h j(t) (6.4)

Let us consider a generic energy normalized channel realization h(t) generated according

to the IEEE 802.15.3a channel model from Equation 3.5 in 3.1.3:

h(t) =
X√
E

L

∑
l=0

K(l)

∑
z=0

αz,lδ (t−Tl− τz,l) (6.5)

where the total energy of the channel is:

E = X2
L

∑
l=0

K(l)

∑
z=0
|αz,l|2 (6.6)
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Replacing the value of h(t) from Equation 6.5 in Equation 6.4 we have:

Ψ j j = w(t)⊗ X√
E

L

∑
l=0

K(l)

∑
z=0

αz,lδ (t−Tl− τz,l)⊙
X√
E

L

∑
l=0

K(l)

∑
z=0

αz,lδ (t−Tl− τz,l) (6.7)

This procedure provides a temporal energy focusing in the signal.

Let us now consider the proposed algorithm, and let us indicate with hi(t) be the selected

CCH. The signal at the output of the channel is in this case given by:

Ψi j(t) = w(t)⊗Rcross
hih j

(t) = w(t)⊗h∗i (−t)⊗h j(t) = w(t)⊗hi(t)⊙h j(t) (6.8)

similarly to the previous case one obtains:

Ψi j = w(t)⊗ X√
E

L

∑
l=0

K(l)

∑
z=0

αz,lδ (t−Tl− τz,l)⊙
X√
E

L

∑
l=0

K(l)

∑
z=0

αz,lδ (t−Tl− τz,l) (6.9)

Our goal is to find an optimal similarity function ensuring that the selected CCH is the best

one. Ideally, the hi(t) with highest similarity to h j(t) should be the one that, when substituted

for the h j(t), exhibits the most similar behavior. In other words, the signal Ψi j(t) in Equation

6.8 between the candidate channel hi(t) to h j(t) should be the best match to the signal Ψ j j(t)

corresponding to channel h j(t) in Equation 6.4.

Comparing Ψi j(t) with Ψ j j(t) gives the possibility to identify the candidate channel that can

produce maximum similarity. The goal is thus to determine hi(t) such that the best possible

matching between Ψi j(t) and Ψ j j(t) is obtained. Hence, different similarity criteria between

Ψi j(t) and Ψ j j(t) can be applied as input to the clustering algorithm in order to discover

CCHs.

After an exhaustive analysis based on simulations, three different similarity metrics were

selected based on Manhattan distance, Euclidean distance, and Cosine similarity, respectively.
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These are described in the following, before introducing a new metric in Section 6.4.1.

The Minkowski distance between all pairs of channels is calculated as:

S(hi(t),h j(t)) =− p
√
|Ψi j(t)−Ψ j j(t)|p (6.10)

where p = 1 and p = 2 gives the Manhattan (city-block) distance and Euclidean distance,

respectively.

Cosine similarity is computed as follows:

S(hi(t),h j(t)) =
Ψi j(t)Ψ j j(t)
|Ψi j(t)||Ψ j j(t)|

(6.11)

6.4.1 Matching similarity metric

Moving from the observations on the definition of the signals to be matched presented in

Section 6.4, in this section a novel metric is proposed, referred to as matching similarity

metric.

The matching similarity metric computes the similarity of two vectors on the basis of the

inner product of the signals defined in Equations 6.4 and 6.8:

S(hi(t),h j(t)) = Ψi j(t)Ψ j j(t) (6.12)

The matching similarity criterion compares channel h j(t) with all the N−1 candidate CCHs.

The similarity between hi(t) and h j(t) shows the suitability of channel hi(t) to be as CCH for

channel h j(t). The relation S(hi(t),h j(t))> S(hx(t),h j(t)) denotes that channel i is a better

representative of channel j than channel x.

The similarity function plays a significant role in achieving high performance for cluster-
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(a) Strong Matching.

 

(b) Weak Matching.

Fig. 6.2 Comparison transmitted signal with TR and TR with two CCH candidates in optimal
case(a) and non optimal case(b).

ing algorithms. We show in Section 6.6.1 that our proposed similarity function provides

improvement over the other three mentioned distances.

A high similarity denotes that the substituted channel hi(t) as Ψi j(t) leads to a focusing

of the energy in the transmitted single pulse similar to the TR case using Ψ j j(t). In Equation

6.12 the matching between Ψi j(t) and Ψ j j(t) is computed. We show in Figure 6.2 two

examples of Ψi j(t) and Ψ j j(t) along with their computed matching values. As can be seen in

Figure 6.2a, a strong matching is observed in the case where the two waveforms are similar,

i.e., channel hi(t) is a suitable candidate to be the cluster head of channel h j(t), whereas a

weak matching is observed when the waveforms are dissimilar (Figure 6.2b).

6.5 Clustering

In this Section, the clustering algorithms and similarity metrics reviewed and introduced in

Section 6.4 are evaluated in order to determine the best combination to be used in the system

performance evaluation that will be carried out in Section 6.6.2. Next, we pick up the VSH,

K log(K) EM and AP clustering algorithms described in Section 4.4.1 are compared using
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the metric selected in Section 6.6.1, leading to the selection of the best clustering algorithm.

The random selection of the initial set of CCH also strong impact on performance. For this

reason both K-log (K) EM and VSH are typically executed It times and the best partition is

selected according to the network similarity performance indicator [36], [37]. AP algorithm

can be carried out as Algorithm 2 to discover CCHs.

Algorithm 2 Discover CCHs using AP algorithm in learning step.
1: Input: Realize N channels from IEEE802.15.3a channel model [? ]. hk(t), k = {1, . . . ,N}
2: Output: Cluster labels of each channels Φ(h j(t))
3: Initialization:
4: S(h j(t),h j(t))=

{
use equations (6.10), (6.11) or (6.12), ∀i, j ∈ k, i ̸= j,
p, ∀i, j ∈ k, i = j,

}
5: A(hi(t),h j(t))← 0,R(hi(t),h j(t))← 0,∀i, j ∈ k
6: while T ≤ T hreshold do
7: updating responsibility and availability till converge
8: R(hi(t),h j(t))← S(hi(t),h j(t))−max j′ ̸= j {A(hi(t),h j′ (t))+S(hi(t),h j′ (t))}, ∀i, j ∈ k
9: Rnew = (ρd)Rnew +(1−ρd)Rold

10: A(hi(t),h j(t))←

{
min

[
0;R(h j(t),h j(t))+∑i′ /∈(i, j) max

[
0;R(hi′ (t),h j(t))

]]
, for i ̸= j,∀i, j ∈ k,

∑i′ /∈ j max[0,R(h j(t),h j(t))], for i = j,∀i, j ∈ k,

}
11: Anew = (ρd)Anew +(1−ρd)Aold

12: end while
13: Calculate CCH’s h j(t)← [A(h j(t),h j(t))+R(h j(t),h j(t))]> 0,
14: Return selected labels (Φ(h j(t))) for each channel based on maximum similarity from column

of similarity

6.6 Experimentation on Channel Cluster Heads (CCHs)

Pre-coding

This Section focuses on the analysis of the selected combination of clustering algorithm

and similarity metric. The performance evaluation is based on Bit Error Rate (BER) as a

function of received signal to noise ratio (SNR). With respect to the systems parameters

defined previously the values in Table 6.1 will be adopted.

The analysis is organized in three steps. In Section 6.6.1 the metrics selected at the end

of Section 6.6.2 and the novel matching metric introduced in Section 6.4.1 are compared
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using the AP algorithm as the reference clustering algorithm, and the metric leading to best

performance is identified. In particular, note that the frame time Tf is set to value larger than

the channel delay spread for all channel configurations considered in this work, thus ensuring

that Inter-Sample Interference (ISI) is negligible in all cases. It is further more assumed that

transmitter and receiver are perfectly synchronized.

6.6.1 Selection of similarity metric

In this section, the performance of the similarity metrics introduced in Sections 6.4 and 6.4.1

is evaluated by combining them with the AP algorithm.

Figure 6.3 shows the BER as a function of SNR for the matching metric (Equation (6.12))

compared with the Minkowski metric (Equation (6.10)) in the case p = 2 (Euclidean) and

p = 1 (city block), and the Cosine metric (Equation (6.11)).

Affinity propagation takes as its input a collection of four different metric similarities between

channels. The pair wise similarity between the channels is used for clustering channels

with AP algorithms. Finally CCHs are discovered for different metrics and applied to the

transmitted signals as pre-filter.

Figure 6.3 shows that the matching metric consistently leads to better results when compared

to the other metrics and was thus selected as the reference metric in the proposed system. Note

that results presented in Figure 6.3 were obtained by adopting the CM2 channel configuration,

but similar results were observed for all configurations.

We can see from the figure that the BER average is lowest for the matching metric suggesting

its appropriateness for cluster channel clustering algorithm. Thus, because of the optimal

performance, in the following sections, the matching metric is used for simulations.

Table 6.1 Parameters settings used in performance evaluation.

Parameter Ns Tc α Ts Tf

Value 1 2ns 0.4ns 167ps 10ms
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Fig. 6.3 Performance of the UWB system with different similarity metrics.

6.6.2 Selection of clustering algorithm

In this section the performance of the K-log(K) EM, VSH and AP clustering algorithms

presented in Section 6.6.2 is compared in combination with the matching metric selected in

Section 6.6.1. Using the settings presented in Table 6.2.

Figure 6.4 shows the BER as a function of the number of CIRs used for training in two cases;

(a) feedback system using 4 bits (16 CCHs) and (b) 6 bits (64 CCHs).

Results demonstrate that when the number of CIRs used during the learning step is low the

performance of the three algorithms is similar, but when the number of CIRs is large, AP and

VSH perform better than EM. AP is however characterized by significantly faster learning

process [37] suggesting its adoption as the reference clustering algorithm in the method

proposed in Section 6.6.2.
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6.6.3 AP clustering algorithm setting

This section investigates how to configure the AP algorithm in order to achieve a satisfactory

trade off between the three following competing requirements:

1. Maximize system performance by minimizing BER;

2. Minimize the amount of information on the feedback channel by minimizing the of

CCHs;

3. Ensure the convergence of the clustering algorithm.

The analysis will focus on the impact of two parameters:

• The set of preference values that, as stated in [36], is the key parameter to control the

behaviour of the AP algorithm.

• The number of CIRs used in the training phase.

Table 6.2 Parameters settings of clustering algorithm.

Parameter ρd Itmax Itmin It

AP 0.9 2000 200 1
VSH - - - 100
EM - - - 10000
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Fig. 6.4 Performance UWB system over clustering algorithms in 8 dB SNR.
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It will determine and answer the mentioned issues in the following. At the core of our

proposed approach lies the AP clustering algorithm. Hence, the convergence criteria and

the parameter setting of AP are critical. Thus, we attempt to set the parameters in a way to

obtain the optimal setting till improve the BER and decrease the number of cluster heads.

As also discussed in previous sections, the UWB Transceivers based on CCHs require the

number of cluster heads in order to properly function. This is a question: how many CCHs

should be chosen while prior knowledge regarding the cluster quantity is unavailable.

The main parameter of AP is the preference value that controls the number of the cluster

heads. Preference denotes the similarity of a channel h j(t) with itself, i.e., S(h j(t),h j(t)).

The value of the preference influences the final number of cluster heads and consequently, it

also affects BER. We start a simulation to find the optimal number of clusters without any

prior knowledge.

Figure 6.5 presents the number of CCHs (a) and the BER (b) as a function of preference

value. Figure 6.5 (a) shows that high preference values lead to a large numbers of CCHs.

In parallel Figure 6.5 (b) shows that the minimum BER is observed for a preference value of

-30. The number of CCHs is also relatively low for this value which means that a low number

of bits are needed to be sent back.

It is interesting to note the authors in [36] proposed the median values of similarities to be

used for preference. However, results in Figure 6.5 show strategy not to lead to desirable

results. For a median value preference of -0.01, AP found 208 CCHs with an average BER of

0.003016, higher than BER values observed for preference values lower than -10. Indeed for

negative preference values, as the magnitude increases, the number of CCH and BER both

decrease indicating that the preference value should be set to large negative value. A lower

bound to this number is determined by the fact that when the value of preference becomes to

small the algorithm does not converge.
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Fig. 6.5 The effect of (a) preference over the number of channels and (b) preference effect
over the BER.

Moving to the number of CIRs in the learning step, Figure 6.6 presents the BER as a

function of number of CIR shows that although the BER decreases as the number of CIR

increases the performance gain become negligible above 10000 CIR.

In parallel, Table 6.3 shows that increasing the number of CIRs in the learning process leads

to an increase, albeit slow, of the number of CCH. increasing CIRs in the learning process

does not substantially increase the number of CCH as shown in Table 6.3. Thus, increasing

amounts of CIR in the learning step, do not provides any noticeable gains in terms of BER

performance. We can conclude that we do not need more CIRs in the learning process.

Result suggest does that the number of CIRs in the order of 10000 provide a good trade off

between BER and number of CCHs leading to 3 or 4 bits to be sent back on the feedback

channel, depending on the channel model and exact number of the CIRs.

We used the bisection method for AP [36] in order to adjust the preference values so to

obtain CCH.
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6.7 Performance Evaluation

All the transmitted signals in the proposed systems have the same power. The proposed TRP

based on CCHs was compared with TRP as well as with ideal rake receiver (no TRP ) and

TRP with Random Channel (RC). All schemes are evaluated in terms of average BER as a

function of SNR.

In the simulation of the case without time reversal a method of combining all resolvable

paths in the detection of pulses, which is called all-Rake receiver, is utilized. In the TRP case,

Table 6.3 Amount of CCHs that are found in the learning step of the CRs (from 500 to
20000).

Number of CIRs 500 2000 3000 5000 6000 7000 10000 20000

CM1 2 3 4 5 6 7 8 10
CM2 2 6 8 10 11 12 17 27

CM3 2 6 8 12 13 14 17 37

CM4 2 6 8 12 14 15 18 40

 

Fig. 6.6 CCHs extracted via the learning step from the range of 500 to 20000 CIRs. After the
extraction of the CCHs are applied in TRP UWB systems as a pre-filter instead of the actual
channel and the BER performances are evaluated.
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the feedback channel is considered without noise for simulation. Thus the ideal channel,

which does not have any disruptions or changes, is applied in the pre-filtering of transmitted

pulses of TRP case. However, in the real world such a channel feedback does not exist and

the real-world results of the TRP case will be inferior to our result. In the other words, in

the results, ideal conditions are considered. While, the proposed pre-filter based on CCHs

requires to send back CCHs codes.

The number of CCHs depends on the IEEE802.10.3.a environments. This means that the

number of CCHs for CM1, CM2, CM3 and CM4 are 4, 8, 8 and 8, respectively. These

are extracted from 3000 CIRs during the learning step with AP clustering algorithm and

matching similarity metric. The proposed algorithm requires 3 (23 = 8 ) bits to be sent back

from the feedback channel and reaches to the optimal BER performance of the CCHs as

shown in Figure 6.7. With regards to only a three bit flow in the feedback channel, the

proposed TR based on CCHs was able to send back a more predictable and protective channel

coding making it more applicable in the real world.

In the testing step, matching similarity of channel estimations and CCHs is calculated and

then the CCH label with the maximum similarity is returned back to the transmitter. The

decoded label channel is then applied to the transmitting pulses.

Figure 6.7a shows the performance of different structures in line of sight (LOS) environment.

It is shown that the CCHs were able to have the same performance of the TRP method

in CM1. Figures 6.7b, 6.7c, 6.7d are the results over CM2, CM2 and CM3, respectively

that illustrate the performance of proposed algorithm in terms of BER with respect to other

structures.

The most important advantage of the proposed method is that it significantly reduces feedback

load information with respect to the pure TR filters and one-bit quantization. For example,

for pure TRP there is a need for the feedback of {K(l)+ L+ 1} ∗ b bits. The sent back

information in the feedback channel for the TRP over 167ps sampling times of CM1, CM2,
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(a)

 

(b)

 

(c)

 

(d)

Fig. 6.7 Bit error rate performance for CM1 (a), CM2 (b), CM3 (c), and CM4 (d).

CM3 and CM4, which are the number of bytes allocated for each channel in Matlab software,

are 7608, 8136, 85318 and 140313 bytes, respectively. Particularly the one-bit TRP methods

need {K(l)+L+1}∗1 bits to feedback. This amount is necessary for the pre-filter data on

the transmitter side and the amount of data to be sent back depends on the channel model.

Hence, they require a considerable amount of time to feedback.
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6.8 Performance Evaluation in ISI Condition

The robust channels similarity is proposed to find CCHs by using matching similarity in

previous section. It simplified description of channels in the clustering process. Hence, robust

discriminations of channels are significant to achieve high performance for UWB systems.

We define a new similarity criterion for high data rate. While the data rate is low, there are

not any overlaps between sequence of pulses after apply the CCHs as per-filer . Therefore, we

defined similarity criteria that adopt the nearest behaviour to the auto-correlation of channel

which is presented in Section 6.4.

However, in high data rate, we have overlap betwwen the signals as Fig. 3.4 and then

substitute channels should respect to its own channels with maximum concentration energy

in centre.

We propose coherent energy factor that provide metric to evaluate the concentration of energy

in the centre which is ratio of energy of main part of vector respect to all energy as follow:

CF =

∫ nTc
−nTc

Ψi j(t)dt∫
Ψi j(t)dt

(6.13)

CF can be written interact of all channel is via computing energy of cross correlation of

pairs channels. Our similarity criteria provide channels which can be more concentrate cross

correlation in the centre that is useful for high data rate as follow:

S(hi(t),h j(t)) =CF−1 (6.14)

If we select the CCH with CF criteria, energy concentrate in the center. Thus, the similarity

criteria selection should be improve the BER performance in high data rate in UWB systems.
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(a) (b)

(c) (d)

Fig. 6.8 Bit error rate performance at 1 Mbs for CM1 (a), CM2 (b), CM3 (c), and CM4 (d).

We introduced the CF criterion for similarity in high data rate. We also discover the

CCHs with AP clustering algorithm. The result illustrates acceptable performance of new

certain in high data rate. In the Fig. 6.8 show the performance of probability error for 1 Mbs.

Fig. 6.9 demonstrate performance of different channel model in 25 Mbs and Fig. 6.10 is

simulated in 50 Mbs.
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(a) (b)

(c) (d)

Fig. 6.9 Bit error rate performance at 25 Mbs for CM1 (a), CM2 (b), CM3 (c), and CM4 (d).
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(a) (b)

(c) (d)

Fig. 6.10 Bit error rate performance at 50 Mbs for CM1 (a), CM2 (b), CM3 (c), and CM4 (d).





Chapter 7

Conclusion and Hint for the Future
Research

In this work, we proposed a new detection algorithm based on energy features. Our target

was to use energy profiles to discriminate different technologies. Since energy has a special

behavior in UWB, the energy of signals in short time window was selected as a feature. We

evaluated our algorithm for the detection of signals belonging to four different classes: UWB,

Bluetooth, Bluetooth plus UWB and noise.

Based on the results, we provided several conclusions. We showed that the SVM with a

Gaussian RBF kernel has demonstrated to yield the most accurate results for more than 10 dB

SNR. For 0 dB Naïve Bayes has best accuracy and for less than 0 dB all of kernels have same

performance. mRMR method had good performance to sort features. We plan to investigate

different path loss in future work.

In this work also a new feedback design for the UWB systems was proposed. The

proposed scheme relies on a learning process to determine the set of clusters and to select

CCHs. For each channel estimation procedure the index of the best matching with CCH is

sent back instead of the actual channel estimation which significantly reduces the amount

of information to be sent to the feedback channel. We proposed matching criteria for the

similarity of the channel and finally we discussed details of the design using different clus-
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tering algorithms. The simulation result over UWB systems in IEEE 802.15.3a multipath

channel model shows that channel cluster heads are effective for the UWB-IR systems in

order to achieve suitable BER performance. Also, in the proposed design the complexity

of the transceiver is significantly reduced. CCHs have also optimized the performance of

the UWB transceivers. This method requires a small amount of bits to be sent back in the

feedback transceiver thus it needs a low bandwidth feedback, resulting in robustness with

respect to noise. The only downside to this model is a slight increase in the bit error when

compared to ideal time reversal pre-filtering.

In the case of high data rates, the transmitting pulses interfere with each other as the

interference of pulses increase in channel with high delay spread. The proposed model will

not be suitable without further operation. Therefore, it needs a new definition of similarity

criteria and additional operations to reduce the Multi User Interference (MUI) and Inter

Symbol Interference (ISI) for future work.
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