A model for self-organizing large-scale wireless networks

Maria-Gabriella Di Benedetto (*) and Pierre Baldi (**)  

(*) Università degli Studi di Roma La Sapienza  
Infocom Dept. Via Eudossiana, 18, 00184, Rome (Italy)  
(39) 06 44585863, (39) 06 4873300 FAX, gaby@acts.ing.uniroma1.it  
(**) Dept. of Information and Computer Science and Cal-(IT)$^2$ Institute  
University of California Irvine, Irvine CA 92697-3425 (USA)  
(1) 949 824-5809, (1) 949 824-4056 FAX, pfbaldi@ics.uci.edu

ABSTRACT

To determine what is the best communication protocol for a large-scale distributed wireless network, we need to model network activity given the node distribution, the links, their cost, and the optimization criterion for information routing. In this paper, we propose a novel model and use it in a simulation framework in order to determine the dynamic evolution of the interconnection pattern. Under a small set of realistic assumptions, we show that activity in the network rapidly converges in time to a "small-world" topology. In this sparse topology, two nodes are connected through a small number of hops. Hence, the topology is characterized by local interconnectivity and low-power consumption and dispersion. Ultra Wide Band radio emerges as an ideal transmission technique given its low emitted power and high precision in localization.

I. INTRODUCTION

Recent developments in the design of wireless mobile telecommunication systems have adopted the concept of ad-hoc networking and routing, where each mobile node assumes a double role of terminal and router [1]. This novel feature provides a remarkable increase in the level of autonomy with respect to the fixed communication infrastructure and opens the door for new forms of self-organization in the network. Ad-hoc networking is currently being considered for relatively small-scale systems such as battlefields, interactive lecturing, and local emergencies. Moving network functionalities into the mobile node, however, is extremely appealing for large-scale wireless systems as well, for fundamental reasons ranging from power consumption, to robustness, to infrastructure costs [2].

The complex flexibility of a large-scale distributed network must be matched by a corresponding flexibility in the management of resources. This feature in turn requires the adoption of a physical-layer transmission technique providing large amounts of resources defined by multiple parameters. Ultra Wide Band (UWB) radio techniques, in particular, are ideally suited for this purpose, given the intrinsic flexibility of their transmission parameters (Time-Hopping codes, pulse duration and shape, power levels, etc). An Open Mobile Access Network (OMAN) following the above guidelines has recently been proposed [3]. When terminals are capable of addressing and routing, they can serve as repeaters in a given communication link. Information then travels along paths made of multi-hop connections, similar to radio bridges in the old days (Fig. 1). In current ad-hoc networks, multi-hops are used to reach terminals that are located beyond physical reach. In contrast, multi-hop connections here are viewed from a different perspective. To set up a connection, a terminal does not necessarily establishes a direct physical link, even when the power of its transmitter is sufficient to achieve a one-hop path. Rather, it might select a multi-hop path for the connection, in order to reduce emitted power. As a beneficial side effect, interference noise is reduced as well. The drawback is that signalling overhead increases with the number of hops in the path.

The fundamental problem then is the selection of relevant parameters and the construction of an associated cost function to compare and select paths, and solve the routing problem. The cost function should incorporate power constraints, as well as other factors,
such as signalling overhead. The strategy should also take into account the possibility of using existing active links between nodes, as possible intermediate hops, whenever setting up a new connection. The cost function of a network of users, together with their connectivity requests, determines the topology of the network of active links at a given time and its temporal evolution. This topology could end up for example in a fully connected graph, with all nodes connected directly to each other, or in a graph in which nodes are connected directly only to their closest neighbours, or in an intermediate case. Analysis of the resulting class of topologies can be used to assess the quality of the cost function and guide its design.

In this paper, we propose a model for a distributed wireless system and construct a realistic set of parameters and associated class of cost functions. We provide results obtained by simulation that corroborate the above methodologies, and provide directions for future research.

II. MODEL AND ROUTING

A. Model

The model we propose consists of:

- \( S = \{ i \} \): a set of terminals;
- \( D = \{ d_{ij} \} \): the matrix of pairwise distances between the elements of \( S \);
- \( r_{ij}(t) \): maximum rate (capacity) on the direct link between \( i \) and \( j \) at time \( t \);
- \( a_{ij}(t) = \begin{cases} 0 & \text{if direct link between } i \text{ and } j, \text{ or } j \text{ and } i, \text{ is being used at time } t \\ 1 & \text{if both are not used} \end{cases} \)
- \( R_{ij}(t) \): requested rate of transmission between \( i \) and \( j \) at time \( t \)
- \( c_{ij}(t) \): cost of transmission from \( i \) to \( j \) at a given rate \( R_{ij}(t) \), defined as:

\[
c_{ij}(t) = \begin{cases} \infty & \text{if } R_{ij}(t) > r_{ij}(t) \\ C_0 a_{ij}(t) d_{ij}^n + C_1 R_{ij}(t) d_{ij}^a & \text{if } R_{ij}(t) \leq r_{ij}(t) \end{cases}
\]

A description of the model is shown in Fig.2.

In this first model description, we suppose a universe with a fixed set of terminals at fixed locations. Mobility and related mechanisms of entry and exit from the universe will be introduced at a later stage of modeling. Within the universe, each terminal is within reach of any other terminal. Thus, the universe can be understood as a coverage area. Each link is characterized by the maximum achievable rate at time \( t \) defined as the capacity of the link \( r_{ij}(t) \).

![Figure 2 – An example of a universe.](image)

The cost function is infinite when the desired rate of transmission is above the capacity of a given link. When it is less than the capacity, then we model the cost function as the sum of two terms: a fixed cost for setting-up a new connection \( (C_0 a_{ij}(t) d_{ij}^a) \), related to signalling costs, and a term reflecting power costs proportional requested rate of transmission \( R_{ij}(t) \).

Both terms are propotional to \( d_{ij}^a \). Note that defining \( R_{ij}(t) \) implies that we consider classes of traffic with guaranteed quality of service (QoS). Best effort classes of traffic are not considered in the model at the present stage.

We discretize time with a time scale \( T \Delta T \) such that there is at most one new request per interval \( T \Delta T \) in time \( T \Delta T \), and \( T \Delta T \) is large with respect to the switching time scale of the of the terminals.

B. Routing algorithm

Assume that terminal \( i \) wants to send data at rate \( R_{ij}(t) \) to terminal \( j \) at time \( t \). The routing algorithm proceeds as follows:

1. compute the cost of all links using the previous definition of the cost function;
2. find the path of lowest cost using the Viterbi algorithm or dynamic programming;
3. update all the capacities along the selected path by reducing each one of them by \( R_{ij}(t) \). In addition, update all \( d_{kl}(t) \) along the path accordingly;
4. wait for the next call and go back to 1.
This approach to routing requires each terminal to have a global view of the network. This view could be achieved through a dedicated channel, or through low-cost repeated propagation of location and activity messages by each terminal. Alternatively, optimal routing could be approximated with sub-optimal paths obtained by local propagation algorithms.

III. SIMULATION

In preliminary simulations, the universe $S$ includes 25 nodes. These nodes are located at the vertices of a regular lattice (Fig.3). The universe is the intersection of the set of reachable nodes by each node (Fig.4).

Therefore, within $S$, each node can reach any other node with only one hop i.e. a direct link. In the present analysis, the terminals are non-mobile within $S$.

For each node and each link, parameters of the model are set, and the cost function is computed as indicated in the previous paragraph. If during connection establishment two routes with same cost function value but different number of hops are found, then the route with lower number of hops is selected.

Note that due to the way the cost function is defined, multi-hops are favored during initial stages. In fact, when no link is active, a multi-hop route is selected over a direct link if it leads to lower power consumption. As new connections are formed, some of the nodes saturate in terms of capacity. Moreover, active links are favored because they lead to lower signalling cost. New connections thus start using shortcuts to reach destination nodes whenever directionally favorable pre-established active links are present. However, this effect depends upon relative values of $C_0$ and $C_1$. We estimated the probability that the routing path associated with a new connection request contains an active hop. This parameter may help understanding which type of network topology is generated after a number of connections are formed. Results show that the probability of using an existing hop rapidly tends to a high value (about 0.85), suggesting a small-world topology [4,5]. Small-world networks are characterized by having a small average path length between nodes vs. a high degree of local clustering coefficient. This emerging small-world topology is a positive feature since both power consumption (high-density of local connections) and signalling overhead are reduced.

IV. CONCLUSION

We have introduced a new model for large scale distributed wireless networks. Under a small set of realistic assumptions, we have shown that activity in this network rapidly releases to a so-called “small world” topology [4,5].

Such topology is characterized by sparseness and the fact that two nodes can be connected through a small number of hops. It is perhaps reassuring to note that the emergence of small world phenomena has been recognized in a variety of complex distributed systems ranging from metabolic networks to social organizations [6]. Directions of research which are currently being investigated include introduction of terminal mobility and interactions between different coverage areas, variations in the cost function, and definition of classes of nodes with different capabilities, distinguishing for instance plain terminals from radio access nodes to the fixed network infrastructure.
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