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A dense uncoordinated deployment of small cellaigeted by a novel 5th Generation (5G) radio
access technology (RAT), which is expected to takee in the mass market around 2020 to cope
with the exponential increase of the data rate aehfid]. Network synchronization among multiple
neighbor Access Points (APs) is considered as g@or@nt enabler for interference management
techniques, whose usage can significantly boostelieéhroughput in such a dense scenario. In the
current cellular networks time synchronization agnonultiple base stations is typically achieved
by relying on the timing signals transmitted by tBES satellites. However, penetration losses to
indoor may significantly reduce the accuracy offsteference for indoor small cells deployments.
Distributed synchronization solutions, where thesARitonomously agree on a common timeline
without centralized coordination, are then to bespad for our 5G RAT.

In an air interface based on Orthogonal Frequenieysibn Multiplexing (OFDM), the targeted
synchronization accuracy is typically in the ordéma fraction of the Cyclic Prefix (CP) duration,
such that coherent data demodulation can be peefbi@)]. For efficiency reasons, in 5G the CP
duration is set to be 1 us, leading to a very aostsynchronization accuracy target.

We distinguish between the initial synchronizatmoblem —how to first achieve time alignment
among multiple nodes- and the runtime synchroremaproblem — how to maintain the nodes
synchronized despite of the non-idealities of taedtvare clocks.

The presentation focuses on the distributed runsiymehronization for 5G small cells, with the aim
of verifying its suitability in achieving the amlaitis accuracy target.

By assuming that a first time alignment has alrdaglgn achieved, synchronization at network level
can be maintained by ensuring beacon messages nggctaamong the nodes. This raises the
problem of an efficient decentralized schedulingled beacon messages such that each network
node can be informed on the timing of its neighb®& propose a simple random scheduling
solution where at every inter-beacon time each ruade decide whether transmitting its beacon
message with a certain probabiliy or receiving eventual beacons sent by its neighb®his
allows to distribute the timing of the nodes acribgsnetwork without any centralized coordination.
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As mentioned above, even in case a first time algmt is already acheived, the nodes timings may
soon diverge due to the non-idealities of the hardvweclocks; upon reception of a beacon message,
each node should compare its internal timing with timing of the neighbor, and perform a
correction such that the time alignment can be taaiad.
Two clock correction techniques are evaluated:

- Additive clock update; it basically modifies onlyet phase of the local clock.

- Multiplicative clock update; it modifies both phaaad frequency of the clock, and it is

inspired to the algorithm in [3].

Performance is evaluated in a local area 3GPPaw$micenario with 40 cells of apartment [4], by
assuming different deployment ratios (DRs), i.dfedént probabilities of having an AP at each
apartment. We further assumed clocks having nongiredision of 1 part-per-million (PPM) and a
10 ms periodicity of the inter-AP beacon excharfggure 1 shows the Cumulative Distribution
Function (CDF) of the residual time misalignmentween different APs; in 90% of the cases it is
possible to achieve a residual error below 200ves dor DR=100%, and then significantly lower
than our requirement.
Our current activities are focused on the desiga sbftware defined radio (SDR) testbed based on
the USRP hardware by Ettus Research aiming atribh&f-pf-concept of the discussed distributed
synchronization solutions. The testbed is desidnedsing the Asgard software platform developed
at Aalborg University [5]. Figure 2 represents alipninary result in terms of timing misaligment in
a simple network with 3 nodes, using the additiek update mechanism. Note that the absolute
magnitude of the residual misalignent is largenttfze aforementioned target due to the obvious
hardware/software limitations, but it is maintairehstant over time, confirming the validity of the
discussed solution.
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Figure 1. Distribution of residual time misalignnéetween neighbor nodes.
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Figure 2. Measured misalignment over time in a @asoscenario.
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