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Introduction 

Cognitive radio systems are defined as wireless sys tems that are designed to interact and observe the 

transmission environment. The learn

opportunist access to the spectrum [1].

dynamic mannerknown as Dynamic Spectrum Allocation (DSA). Access to the ra dio spe

fair means of allocation. Thus, the use

the highest bidder(s). Using this method(

devices)submitting bids to reflect the

proposed in [2 ]. In the proposed scenario, t

budget, it also depends on other factors such as the 

dependent. Therefore, the offered bid varies

mentioned factors, Machine L earning

Generally, ML involves the concept of artificial intelligence by solving p roblems based on experience

learning process usually involves

without a discount factor. ML involves 

at time ��� to another more favourable state

Learning (QL)and QL which biased with

DSA process . The auction process is a multi

The scenario in this w ork is based on the users attempting

bid value in an uplink scenario. 

The purpose of this workshop paper is to examine th e effects of Q and Bayesian reinforcement learning in an 

auction based dynamic spectrum access based network . 

The Utility Function. 

We assume that users are price sensitive

utility function measures how much a 

of the winning bid the higher the v

winning bid the higher the utility of the user. If the user is not among the winning bidders then the utility 

is zero. We assume ��winning bidders

channels available at time ��.  

Set Mcontains the winning bid and 

� � �	
, 	�, 	
…	�� where � � min�                        
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Cognitive radio systems are defined as wireless sys tems that are designed to interact and observe the 

learn ing is based on the interaction with the environment in or der to allow for

spectrum [1].  Cognitive radio system provides access to the radio spectrum in a 

Dynamic Spectrum Allocation (DSA). Access to the ra dio spe

allocation. Thus, the use of an auction provides a fair allocation 

this method( auction) to allocate the spectrum involve

bids to reflect the ir valuation or budget . The scenario considered in this work is as 

]. In the proposed scenario, t he valuation of the users does  

on other factors such as the traffic on the system. The traffic is

the offered bid varies .To implement DSA for wireless devices re

earning  (ML) can be of great importance.      

the concept of artificial intelligence by solving p roblems based on experience

learning process usually involves  some form of rewards and penalty which accumulates additively with or 

involves an agentusing the information learnt over time

favourable state  at time �� � ��. Where � � 1. This work compares the use o

with  Bayesian learning to learn the optimal bidding pric e in an auction based 

. The auction process is a multi -winner sealed bid auction with a reserve price

ork is based on the users attempting  to win the b idding process with the least possible 

The purpose of this workshop paper is to examine th e effects of Q and Bayesian reinforcement learning in an 

auction based dynamic spectrum access based network .  

are price sensitive  and therefore want to win the bid with the least possible amount.  The 

utility function measures how much a winning bidder deviates from the lowest winning bid.

of the winning bid the higher the v alue of utility. The closer the bid of a winning bi dder to the minimum 

winning bid the higher the utility of the user. If the user is not among the winning bidders then the utility 

winning bidders  emerge after each bidding round ���. Where the

contains the winning bid and 	� is the bid of the winning user with cardinality 

                        (1) 
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Cognitive radio systems are defined as wireless sys tems that are designed to interact and observe the 

based on the interaction with the environment in or der to allow for  

access to the radio spectrum in a 

Dynamic Spectrum Allocation (DSA). Access to the ra dio spe ctrum using DSA requires a 

allocation process by granting access to 

to allocate the spectrum involve s the bidders (wireless 

. The scenario considered in this work is as 

 not only depend on the user’s 

on the system. The traffic is  space and time 

for wireless devices re flecting the above 

the concept of artificial intelligence by solving p roblems based on experience . The 

some form of rewards and penalty which accumulates additively with or 

over time  to move from one state 

This work compares the use o f Q 

Bayesian learning to learn the optimal bidding pric e in an auction based 

reserve price  as proposed in [2]. 

idding process with the least possible 

The purpose of this workshop paper is to examine th e effects of Q and Bayesian reinforcement learning in an 

want to win the bid with the least possible amount.  The 

deviates from the lowest winning bid.  The lower the value 

alue of utility. The closer the bid of a winning bi dder to the minimum 

winning bid the higher the utility of the user. If the user is not among the winning bidders then the utility 

Where the  size of �� is the number of 

is the bid of the winning user with cardinality |M | 
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Q Reinforcement  Learning (QL) 

This work assumes that bidders only pose informatio n regarding their own bid history. The reserve pric e is 

not known to the bidders as it is set by the WSP. T his is calculated as shown below 

) = 234

5|6|
                                  (3)  

Where 7is the total number of channels in the system, 8 is the number of bidders out of the possible 9 bidders 

in the system. This is because not all the bidders are bidding in all the bidding rounds. :; is a constant in 

price units which is used to specify the value of a  particular spectrum and |M| is the cardinality of set �. 

The reserve price takes into account the level of c ongestion in the system (
2

|6|
). A bidder submits a bid to the 

WSP and is based on the value of the submitted bid,  the user obtains a utility value using the utility  

equation in (2). A user usually wants to win the bi d with a high value of utility, however the lower t he 

offered price of the bidder, the lower the probabil ity of the bidder winning the bid. Therefore, the d ilemma 

faced by a bidder is to decide the best value of ut ility that allows the bidder to be among the winnin g 

bidders. The objective of the learning user is to o btain an optimal  =∗ that maximises the total expected 

utility as given in equation (2).  

 ?@ = AB∑ DE)F0E , =(0E)G|0H
I
EJK = 0L                          (4) 

Where A is the expectation operator, 0 ≤ D < 1 is a discount factor and = is a policy S → P. For a policy = a Q 

value is defined as the expected discounted reward for executing R at action state 0 and the following policy 

= is given as  

           S@(0, R) = �(0, R) + D ∑ T)U, 0∗(R)?@(0∗)U∗ (5) 

Where �(0, R) is the old value of the S and the other part of the equation is the reward f unction that leads to 

a new state.The utility obtained by each user is ad ded after each bidding round depending on the bid v alue the 

user 

Bayesian framework for Rainforcement Learning (BRL) 

The Bayesian algorithm allows the learning agent to  make a decision based on the most likely events th at 

could happen, using prior experience. This allows f or a faster and smooth movement from exploration to  

exploitation behavior. We apply the Bayes’ theorem in the exploration stage and applied as shown below . 

   T(P\W) = X(Y\Z)×X(Z)

X(Y)
          (6)                   

Where T(P) is the prior probability distribution of hypothesi s P, T(W) is the probability of the training data 

W (likelihood) and  T(W\P) is the probability of P given W (Posterior probability). Bayesian learning allows 

the incorporation of prior probabilities in determi nation of the user’s transition.  The general flow chart 

is as giving in Figure 1. 

Results and Discussions 

To simplify the auction process we assumes a fixed bid value from 45-55 price units and K=4. As seen f rom 

figure 2(a), the learning process does not peak at the same point because a user cannot have both a hi gh 

value of utility and winning all the time. This is because a user bidding at the highest possible valu e wins 

but, with a utility value (close to zero). As more trialsare carried out using QRL the optimal point i s 

reached after 500 trials. However using the Bayesia n equation to bias the learning the bid learning co nverges 

to the optimal bidding value after 100 trials. This  shows that BRL converges faster than QRL. This res ult 

alone cannot prove that the bid value of 50 is the optimal price value that gives the best system perf ormance 

to the user. Future work would examine and determin e if this optimal value leads to better system perf ormance 

and if it ultimately reduces the energy consumed by  the wireless system giving inthe proposed scenario  in our 

previous work in [2].  

Conclusions 

QRL and BRL is examined in this work using an aucti on based DSA scenario. It shows that BRL converges faster 
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than QRL. 

 
 

Figure 1. System Flow Chart   Figure 2.Bid Values f or (a) QRL with 100 & 500 Events (b)BRL with 100 & 500 Events 
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